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Abstract

Several approaches for predicting large volatility matrices have been developed

based on high-dimensional factor-based Itô processes. These methods often impose

restrictions to reduce the model complexity, such as constant eigenvectors or factor

loadings over time. However, several studies indicate that eigenvector processes are

also time-varying. To address this feature, this paper generalizes the factor structure

by representing the integrated volatility matrix process as a cubic (order-3 tensor)

form, which is decomposed into low-rank tensor and idiosyncratic tensor components.

To predict conditional expected large volatility matrices, we propose the Projected

Tensor Principal Orthogonal componEnt Thresholding (PT-POET) procedure and es-

tablish its asymptotic properties. The advantages of PT-POET are validated through

a simulation study and demonstrated in an application to minimum variance portfolio

allocation using high-frequency trading data.
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1 Introduction

The study of volatility using high-frequency financial data is a pivotal area of research in

financial econometrics and statistics. Understanding the dynamics of asset return volatility

is critical for practical applications, including hedging, option pricing, risk management, and

portfolio optimization. The growing availability of high-frequency financial data has spurred

the development of numerous effective non-parametric methods for estimating integrated

volatility. Notable examples include two-time scale realized volatility (TSRV) (Zhang et al.,

2005), multi-scale realized volatility (MSRV) (Zhang, 2006, 2011), pre-averaging realized

volatility (PRV) (Christensen et al., 2010; Jacod et al., 2009), wavelet realized volatility

(WRV) (Fan and Wang, 2007), kernel realized volatility (KRV) (Barndorff-Nielsen et al.,

2008, 2011a), quasi-maximum likelihood estimator (QMLE) (Aı̈t-Sahalia et al., 2010; Xiu,

2010), local method of moments (Bibinger et al., 2014), and robust pre-averaging realized

volatility (Fan and Kim, 2018; Shin et al., 2023).

The use of high-frequency data has greatly enhanced our understanding of market dy-

namics at lower (e.g., daily) frequencies. To capture these dynamics, various conditional

volatility models based on realized volatility have been developed. Examples include realized

volatility-based modeling approaches (Andersen et al., 2003), heterogeneous autoregressive

(HAR) models (Corsi, 2009), high-frequency-based volatility (HEAVY) models (Shephard

and Sheppard, 2010), realized GARCH models (Hansen et al., 2012), and unified GARCH-

Itô models (Kim and Wang, 2016; Song et al., 2021). Their empirical studies typically focus

on volatility dynamics, given the high-frequency information for a finite number of assets.

However, in practice, we often need to manage large portfolios, which causes the overpa-

rameterization issue due to the excessive number of parameters compared to the sample

size. To address this issue, approximate factor model structures are commonly imposed on

large volatility matrices (Fan et al., 2013). In particular, high-dimensional factor-based Itô

processes are frequently used under sparsity assumptions on the idiosyncratic volatility (Ait-

Sahalia and Xiu, 2017; Fan et al., 2016a; Fan and Kim, 2018; Kim et al., 2018). Recently,
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Kim and Fan (2019) proposed the factor GARCH-Itô model, and Shin et al. (2021) developed

the factor and idiosyncratic VAR-Itô model, both based on high-dimensional factor-based

Itô processes. These models assume that the eigenvalue sequence of latent factor volatility

matrices follows either a unified GARCH-Itô structure (Kim and Wang, 2016) or a VAR

structure, which allows the dynamics of volatility to be explained by factors. They restrict

that the eigenvectors of the latent factor volatility matrices are time-invariant. However, sev-

eral empirical studies have shown that eigenvectors are time-varying (Kong and Liu, 2018;

Kong et al., 2023; Su and Wang, 2017). Thus, accommodating the eigenvector dynamics is

essential to better account for the dynamics of large volatility matrices.

This paper proposes a novel prediction approach for a future large volatility matrix.

Specifically, we represent a large volatility matrix process in a cubic (order-3 tensor) form

by stacking large integrated volatility matrices over time to capture interday time series

dynamics. To address the high-dimensionality problem, we impose a low-rank factor struc-

ture (Chen and Fan, 2023; De Lathauwer et al., 2000; Kolda and Bader, 2009) and sparse

idiosyncratic structure on the tensor. The low-rank tensor component represents a con-

ditional expected factor volatility tensor, which follows a semiparametric factor structure

(Chen et al., 2024), and we apply the Projected-PCA (Fan et al., 2016b) procedure to es-

timate the time series loading matrix. To account for the sparse idiosyncratic volatility

structure, after removing the projected factor volatility component, we adopt the principal

orthogonal component thresholding (POET) (Fan et al., 2013) procedure. This method is

called the Projected Tensor POET (PT-POET) procedure. We then derive convergence

rates for the projected integrated volatility matrix estimator and the predicted large volatil-

ity matrix using the PT-POET approach. In an empirical study, we demonstrate that the

proposed PT-POET estimator performs well in out-of-sample predictions for the one-day-

ahead large volatility matrix and in a minimum variance portfolio allocation analysis using

high-frequency trading data.

The rest of the paper is organized as follows. Section 2 establishes the model and in-
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troduces the PT-POET method to predict the conditional expected large volatility matrix.

Section 3 develops an asymptotic analysis of the PT-POET estimator. The merits of the

proposed method are demonstrated by a simulation study in Section 4 and by real data appli-

cation on predicting the one-day-ahead volatility matrix and portfolio allocation in Section

5. Section 6 concludes the study. All proofs are presented in the online supplement file.

2 Model Setup and Estimation Procedure

Throughout this paper, we denote by ∥A∥F , ∥A∥2 (or ∥A∥ for short), ∥A∥1, ∥A∥∞, and

∥A∥max the Frobenius norm, operator norm, l1-norm, l∞-norm, and elementwise norm, which

are defined, respectively, as ∥A∥F = tr1/2(A′A), ∥A∥ = λ
1/2
max(A′A), ∥A∥1 = maxj

∑
i |aij|,

∥A∥∞ = maxi
∑

j |aij|, and ∥A∥max = maxi,j |aij|. We use λmin(A) and λmax(A) to denote

the minimum and maximum eigenvalues of a matrix A. We denote by σi(A) the i-th largest

singular value of A. When a is a vector, the maximum norm is denoted as ∥a∥∞ = maxi |ai|,

and both ∥a∥ and ∥a∥F are equal to the Euclidean norm.

For a tensor A ∈ RI1×I2×I3 , we define its mode-1 matricization as a I1 × I2I3 matrix

M1(A) such that [M1(A)]i1,i2+(i3−1)I2 = ai1i2i3 for all i1 ∈ [I1], i2 ∈ [I2], i3 ∈ [I3]. For a

tensor F ∈ RR1×R2×R3 and a matrix A1 ∈ RI1×R1 , the mode-1 product is a mapping defined

as ×1 : RR1×R2×R3 ×RI1×R1 7→ RI1×R2×R3 as F ×1A1 = [
∑R1

r1=1 ai1r1fr1r2r3 ]i1∈[I1],r2∈[R2],r3∈[R3].

Similarly, we can define mode matricization and mode product for mode-2 and mode-3,

respectively.

2.1 A Model Setup

Denote by Xl(t) = (X l
1(t), . . . , X

l
p(t))

⊤ the vector of true log-prices of p assets at the l-th

day and intraday time t ∈ [0, 1]. To account for cross-sectional dependence, we consider the
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following factor-based jump diffusion model: for each l = 1, . . . , D,

dXl(t) = µl(t)dt+Bl(t)df l(t) + dul(t) + Jl(t)dΛl(t), (2.1)

where µl(t) ∈ Rp is a drift vector, Bl(t) ∈ Rp×r is an unknown factor loading matrix,

f l(t) ∈ Rr is a latent factor process, and ul(t) is an idiosyncratic process. In addition, for the

jump part, Jl(t) = (J1(t), . . . , Jp(t))
⊤ is a jump size vector, and Λl(t) = (Λl

1(t), . . . ,Λ
l
p(t))

⊤

is a p-dimensional Poisson process with an intensity vector I(t) = (I1(t), . . . , Ip(t))
⊤. Assume

that the latent factor and idiosyncratic processes f l(t) and ul(t) follow the continuous-time

diffusion models as follows: for each l = 1, . . . , D,

df l(t) = ϑl⊤(t)dWl(t) and dul(t) = σl⊤(t)dWl∗(t), (2.2)

where ϑl(t) is an r1×r1 matrix, σl(t) is a p×p matrix, Wl(t) and Wl∗(t) are r1-dimensional

and p-dimensional independent Brownian motions, respectively.

Stochastic processes µl(t),Xl(t), f l(t),ul(t),Bl(t),σl(t) and ϑl(t) are defined on a filtered

probability space (Ω, I, It, t ∈ [0,∞)}, P ) with filtration It satisfying the usual conditions.

We note that the time unit in our applications is the day, and high-frequency intra-daily

asset data is observed. The instantaneous volatility of Xl(t) is

γ l(t) = (γl
ij(t))i,j=1,...,p = Bl(t)ϑl⊤(t)ϑl(t)B(t)l⊤ + σl⊤(t)σl(t), (2.3)

and the integrated volatility for the l-th day is

Γl = (Γl,ij)i,j=1,...,p =

∫ l

l−1

γ l(t)dt = Ψl +Σl, (2.4)

whereΨl =
∫ l

l−1
Bl(t)ϑl⊤(t)ϑl(t)B(t)l⊤dt andΣl =

∫ l

l−1
σl⊤(t)σl(t)dt. For each l = 1, . . . , D,

the integrated volatility matrix Γl has the low-rank plus sparse structure (Ait-Sahalia and

5



Xiu, 2017; Kim and Fan, 2019; Fan et al., 2008, 2013). Specifically, the factor volatility

matricesΨl has the finite rank r1, and the idiosyncratic volatility matricesΣl = (Σl,ij)i,j=1,...,p

is sparse as follows:

max
1≤l≤D

max
1≤i≤p

∑
1≤j≤p

|Σl,ij|η(Σl,iiΣl,jj)
(1−η)/2 = O(sp), (2.5)

for some η ∈ [0, 1), the sparsity measure sp diverges slowly, such as log p. We note that when

η = 0, sp measures the maximum number of non-zero elements in each row of Σl.

We can write the integrated volatility matrix process of the model (2.4) in a cubic (order-3

tensor) form as follows:

Y = (Γl)l=1,...,D = F ×1 Q×2 Q×3 V + E := S + E , (2.6)

where Y ∈ Rp×p×D, F is the r1 × r1 × r2 latent tensor factor, Q = (qi,k1)i=1,...,p,k1=1,...,r1

is the p × r1 loading matrix corresponds to the integrated volatility matrix, and V =

(vl,k2)l=1,...,D,k2=1,...,r2 is the D × r2 time series loading matrix corresponds to daily volatility

dynamics. S is the factor volatility tensor, which has a Tucker decomposition such that Q

and V are orthonormal matrices of the left singular vectors of M1(S) and M3(S), respec-

tively. We refer to E = (Σl)l=1,...,D as the idiosyncratic volatility tensor. We note that the

time series loading matrix explains daily volatility dynamics, which are often driven by past

realized volatilities (Corsi, 2009; Hansen et al., 2012; Kim and Fan, 2019; Kim and Wang,

2016; Shephard and Sheppard, 2010; Song et al., 2021). For instance, following the HAR

model (Corsi, 2009), we can consider vl,1 = b0+b1ζl−1+b2
1
5

∑5
j=1 ζl−j+b3

1
21

∑21
j=1 ζl−j, where

ζl is the l-th day realized largest eigenvalue. This feature motivates the representation of the

cubic structure in the model (2.6), and we propose a generalized model hereafter.

In this paper, our target is to predict the one-day-ahead integrated volatility matrix. In

general, we assume that vl,k2 is Il−1-adapted and the idiosyncratic volatility matrices Σl are

martingale processes such that E(ΣD+1|ID) = ΣD a.s. Thus, given the current information
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ID, we can predict the integrated volatility matrix as follows. The conditional expected large

volatility matrix ΓD+1 is

E [ΓD+1|ID] = F ×1 Q×2 Q×3 vD+1 +ΣD a.s., (2.7)

where vD+1 := (vD+1,1, . . . vD+1,k2). Based on (2.4) and (2.6), we consider the following

nonparametric structure on the time series loading components, which is modeled as additive

via sieve approximations (Fan et al., 2016b): for each k ≤ r2 and l ≤ D,

vl,k := gk(xl) = ϕ(xl)
′ak +Rk(xl), (2.8)

where xl = (xi1, . . . , xld) is observable covariates that explain the time series loading vectors,

ϕ(xl) is a (Jd)× 1 vector of basis functions, ak is a (Jd)× 1 vector of sieve coefficients, and

Rk(xl) is the approximation error term. In this context, for example, xl can be the past

eigenvalues in the VAR model (Shin et al., 2021) or realized largest eigenvalues of yesterday,

last week, and last month in the HAR model (Corsi, 2009). We note that (2.8) can be written

as gk(xl) =
∑d

m=1 gkm(xlm), where gkm(xlm) =
∑J

j=1 bj,kmϕj(xjm) + Rkm(xjm). Hence, the

additive component of gk can be estimated by the sieve method. We assume that d is fixed,

and the number of sieve terms J grows very slowly as D → ∞. In a matrix form, we can

write

V := G(X) = Φ(X)A+R(X), (2.9)

where theD×(Jd) matrixΦ(X) = (ϕ(x1), . . . , ϕ(xD))
′, the (Jd)×r2 matrixA = (a1, . . . , ar2),

and R(X) = (Rk(xl))D×r2 .

The true underlined log-price Xl(t) in (2.1) cannot be observed because of the imper-

fections of the trading mechanisms. Hence, we assume that the high-frequency intraday
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observations are contaminated by microstructure noises:

Yi(tl,k) = Xi(tl,k) + ui(tl,k), i = 1, . . . , p, l = 1, . . . , D, k = 0, . . . ,m, (2.10)

where l− 1 = tl,0 < · · · < tl,m = l, and the microstructural noises are random variables with

a mean of zero.

Several studies have developed a non-parametric integrated volatility matrix that is ro-

bust to jumps and dependent structures of the microstructure noise (Aı̈t-Sahalia and Xiu,

2016; Barndorff-Nielsen et al., 2011b; Bibinger and Winkelmann, 2015; Jacod et al., 2009;

Koike, 2016; Li and Linton, 2022; Shin et al., 2023). We can employ any well-performing

realized volatility matrix estimator that satisfies Assumption 3.1 (v). In the numerical study,

we utilize the jump-adjusted pre-averaging realized volatility matrix (PRVM) estimator (Aı̈t-

Sahalia and Xiu, 2016; Christensen et al., 2010; Jacod et al., 2009) as described in (4.1).

2.2 Projected Tensor POET

To utilize the semiparametric structure outlined in Section 2.1, it is necessary to project the

time series loading vectors onto linear spaces spanned by the corresponding covariates. For

this purpose, we apply the Projected-PCA (Fan et al., 2016b) procedure to the time series

loading matrix with the well-performing integrated volatility tensor estimator. The specific

procedure is as follows:

1. For each l ≤ D, we estimate the integrated volatility matrix, Γl, using a non-parametric

estimation method with high-frequency log-price observations and denote them by Γ̂l.

Let Ψ̄l =
∑r1

i=1 δ̄l,iξ̄l,iξ̄
′
l,i, where {δ̄l,i, ξ̄l,i}pi=1 are the eigenvalues and eigenvectors of Γ̂l

in decreasing order. Let Ŷ = (Γ̂l)l=1,...,D and S̄ = (Ψ̄l)l=1,...,D, which are p × p × D

tensors.

2. Define the D×D projection matrix as P = Φ(X)(Φ(X)′Φ(X))−1Φ(X)′. The columns

Q̂ are defined as the r1 leading left singular vectors of M1(S̃), where S̃ = S̄ ×3 P.
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3. The columns V̂ := Ĝ(X) are defined as the r2 leading left singular vectors of the

M3(S̃). Then, we can estimate A by

Â = (â1, . . . , âr2) = (Φ(X)′Φ(X))−1Φ(X)′Ĝ(X).

Given any x ∈ X , we estimate gk(·) by

ĝk(x) = ϕ(x)′âk for k = 1, . . . , r2,

where X denotes the support of xi.

4. We estimate the latent tensor factor by

F̂ = S̃ ×1 Q̂
⊤ ×2 Q̂

⊤ ×3 Ĝ(X)⊤.

Then, we compute the principal orthogonal complement tensor as follows:

Ê = Ŷ − Ŝ,

where the factor volatility tensor estimator Ŝ = F̂ ×1 Q̂×2 Q̂×3 Ĝ(X).

5. Define Ê := (Σ̃l)l=1,...,D. For each l, we apply the adaptive thresholding method to

Σ̃l = (Σ̃l,ij)1≤i,j≤p:

Σ̂l = (Σ̂l,ij)1≤i,j≤p, Σ̂l,ij =

 Σ̃l,ij ∨ 0, i = j

sij(Σ̃l,ij)I(|Σ̃l,ij| ≥ τij), i ̸= j
,

where an entry-dependent threshold τij = τ

√
(Σ̃l,ii ∨ 0)(Σ̃l,jj ∨ 0) and sij(·) is a gen-

eralized thresholding function (e.g., hard or soft thresholding; see Cai and Liu 2011;

Rothman et al. 2009). The thresholding constant τ will be determined in Theorem 3.1.
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6. Finally, we predict the conditional expected volatility matrix E [ΓD+1|ID] by

Γ̂D+1 = F̂ ×1 Q̂×2 Q̂×3 ĝ(xD+1) + Σ̂D+1,

where ĝ(xD+1) = (ĝ1(xD+1), . . . , ĝr2(xD+1)) and Σ̂D+1 =
1
D

∑D
l=1 Σ̂l.

In summary, given the estimated integrated volatility tensor, we apply the Projected-

PCA method (Fan et al., 2016b) to estimate the unknown nonparametric function using

observable covariates, such as a series of past realized volatilities. Based on the projected

tensor data, we then use tensor singular value decomposition to estimate loading matrices

as well as the latent tensor factor. Then, we apply the thresholding method to the re-

maining residual component after removing the factor volatility tensor estimator. Finally,

we predict the one-day-ahead realized volatility matrix by multiplying the estimated tensor

factor and loading components, using the observable covariates xD+1, such as the realized

volatility information on the Dth day. We call this procedure the Projected Tensor Principal

Orthogonal complEment Thresholding (PT-POET). The PT-POET method can accurately

predict the factor volatility matrix by incorporating daily volatility dynamics via the pro-

jection approach based on the tensor structure. The numerical analyses in Sections 4 and 5

demonstrate that PT-POET performs well in predicting a one-day-ahead realized volatility

matrix.

2.3 Choice of Tuning Parameters

To implement PT-POET, we need to determine tuning parameters r1, r2, and J . Several

studies suggested data-driven methods to consistently estimate the number of factors by

finding the largest singular value gap or singular value ratio (Ahn and Horenstein, 2013;

Bai and Ng, 2002; Lam and Yao, 2012; Onatski, 2010). In this context, the rank of each

dimension can be determined based on the matricized tensor (Chen et al., 2024). Specifically,

r1 and r2 can be estimated as follows: for each s ∈ {1, 3}, r̂s = argmaxk≤rmax
(σk(Ms(Ŷ))−
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σk+1(Ms(Ŷ))) or r̂s = argmaxk≤rmax

σk(Ms(Ŷ))

σk+1(Ms(Ŷ))
for a predetermined maximum number of

factors rmax. For the numerical studies in Sections 4 and 5, we employed r̂1 = 3 and r̂2 = 1

using the eigenvalue ratio method proposed by Ahn and Horenstein (2013) and the rank

choice method considered in Ait-Sahalia and Xiu (2017).

Practitioners can flexibly choose the number of sieve terms, J , and the basis functions

based on conjectures about the form of the nonparametric function (Chen et al., 2024; Fan

et al., 2016b). In this paper, since the daily integrated volatility dynamic is a linear function

of past realized volatilities, we employed an additive polynomial basis with a sieve dimension

of J = 2 for the numerical studies in Sections 4 and 5.

3 Asymptotic Properties

This section establishes the asymptotic properties of the proposed PT-POET estimator. To

do this, we impose the following technical assumptions.

Assumption 3.1.

(i) Let Dδ = min{δ̃l,i − δ̃l,i+1, i = 1, . . . , r1, l = 1, . . . , D}, where δ̃l,i is the leading eigen-

values of Ψl and δ̃l,i+1 = 0. For some positive constant C1, Dδ ≥ C1p a.s.

(ii) For some fixed constant C2, we have

p

r1
max
1≤i≤p

r1∑
j=1

ι2l,ij ≤ C2,

where ξ̃l,j = (ιl,1j, . . . , ιl,pj)
⊤ is the jth eigenvector of Ψl for each l ≤ D.

(iii) For k1 ≤ r1 and k2 ≤ r2, the eigengap satisfies

|σk1(M1(F))− σk1+1(M1(F))| = OP (p
√
D),

|σk2(M3(F))− σk2+1(M3(F))| = OP (p
√
D).

11



In addition, Mm(F)M⊤
m(F) is a diagonal matrix with non-zero decreasing singular

values for m = 1, 2, 3.

(iv) There exist constants c1, c2 > 0 such that λmin(Σl) > c1 and ∥Σl∥1 ≤ c2sp for each

l ≤ D.

(v) The estimated nonparametric estimator Γ̂l satisfies

Pr

{
max
1≤l≤D

∥Γ̂l − Γl∥max ≥ C

√
log(pD ∨m)

m1/2

}
≤ p−1,

where m is the number of observations of the process X each day.

Remark 3.1. Assumption 3.1(i) and (ii) are the pervasive condition and incoherence con-

dition for daily integrated volatility matrices, respectively. These assumptions are often

imposed when analyzing the approximate factor models or the low-rank matrix inference

(Ait-Sahalia and Xiu, 2017; Bai, 2003; Fan et al., 2013, 2018b; Kim and Fan, 2019; Stock

and Watson, 2002). Assumption 3.1(ii) is the eigengap assumption for the tensor factor F ,

which is essential for analyzing low-rank matrices (Candes and Plan, 2010; Cho et al., 2017;

Fan et al., 2018a). Since we have a p × p ×D realized volatility tensor, the pervasive con-

dition implies that the eigenvalue for the low-rank component has p
√
D order based on the

matricized tensor for each mode. To analyze large tensor inferences, we impose the element-

wise convergence condition (Assumption 3.1(v)). This condition can be satisfied under the

bounded instantaneous volatility condition (Tao et al., 2013). Furthermore, under the locally

bounded condition of the instantaneous volatility process with heavy-tailed observations, we

can obtain the element-wise convergence condition (Fan and Kim, 2018; Shin et al., 2021).

Assumption 3.2.

(i) There are cmin and cmax > 0 so that, with the probability approaching one, as D → ∞,

cmin < λmin(D
−1Φ(X)′Φ(X)) < λmax(D

−1Φ(X)′Φ(X)) < cmax.
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(ii) maxj≤J,l≤D,d′≤d Eϕj(xld′)
2 < ∞, and maxk≤r2,l≤D Egk(xl)

2 < ∞.

Assumption 3.2 pertains to the basis functions. Intuitively, the strong law of large num-

bers implies Assumption 3.2(i), which can be satisfied by normalizing commonly used basis

functions such as B-splines, polynomial series, or Fourier bases.

Assumption 3.3. For all d′ ≤ d, k ≤ r2,

(i) the functions gkd′(·) belong to a Hölder class G defined by, for some L > 0,

G = {g : |g(c)(s)− g(c)(t)| ≤ L|s− t|α};

(ii) the sieve coefficients {aj,kd′}j≤J satisfy for κ = 2(c+ α) ≥ 4, as J → ∞,

sup
x∈Xd′

∣∣∣∣∣gkd′(x)−
J∑

j=1

aj,kd′ϕs(x)

∣∣∣∣∣
2

= O(J−κ/D),

where Xd is the support of the d′th element of xi;

(iii) maxk≤r2,j≤J,d′≤d a
2
j,kd′ = O(1/D).

Assumption 3.3 is related to the accuracy of the sieve approximation and can be satisfied

using a common basis such as a polynomial basis or B-splines (Chen, 2007).

We obtain the following elementwise convergence rates of the projected factor volatility

matrix and sparse volatility matrix estimators.

Proposition 3.1. Suppose that Assumptions 3.1–3.3 hold and J = o(
√
D). Let ωm =

m− 1
4

√
J log(pD ∨m) + sp

√
J/p+ J

1−κ
2 and τ ≍ ωm. As m, p,D, J → ∞, we have

max
1≤l≤D

∥Ψ̂l −Ψl∥max = OP (ωm), (3.1)

max
1≤l≤D

∥Σ̂l −Σl∥max = OP (ωm), max
1≤l≤D

∥Σ̂l −Σl∥ = OP (spω
1−η
m ). (3.2)
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Remark 3.2. Proposition 3.1 represents that the projected factor and idiosyncratic volatility

matrix estimators have the convergence rate m− 1
4

√
J +

√
J
p

+ J
1
2
−κ

2 up to the log order and

the sparsity level under the max norm. Specifically, J relates to the sieve approximation,

which accounts for the cost of approximating the unknown nonparametric function gk(·). If

gk(·) is known, the rate of convergence is m− 1
4 + p−

1
2 up to the log order and the sparsity

level, which is similar to that of Kim and Fan (2019). The term m−1/4 reflects the cost of

estimating the unobserved integrated volatility matrix using high-frequency data, which is

the optimal rate for the instantaneous volatility estimator in the presence of microstructure

noise. The term p−1/2 represents the cost of identifying the latent factor volatility.

The following theorem provides the convergence rate of the future volatility matrix esti-

mator using the PT-POET method.

Theorem 3.1. Suppose that Assumptions 3.1–3.3 hold and J = o(
√
D). Let δm,p,D =

(m− 1
4J

√
log(pD ∨m) + spJ/p + J1−κ

2 )maxj≤J supx |ϕj(x)|, ωm = m− 1
4

√
J log(pD ∨m) +

sp
√
J/p+ J

1−κ
2 and τ ≍ ωm. As m, p,D, J → ∞, we have

∥Γ̂D+1 − E(ΓD+1|ID)∥max = OP (δm,p,D), (3.3)

∥Γ̂D+1 − E(ΓD+1|ID)∥Γ∗ = OP

(
δm,p,D +

sp√
p
+
√
pδ2m,p,D + spω

1−η
m

)
, (3.4)

where the relative Frobenius norm ∥A∥2Γ∗ = p−1∥Γ∗−1/2AΓ∗−1/2∥2F and Γ∗ = E(ΓD+1|ID).

Remark 3.3. Theorem 3.1 shows that PT-POET consistently predicts the conditional ex-

pected volatility matrix under both the max and relative Frobenius norms. As discussed

in Remark 3.2, there are m−1/4,
√
J/P , and J terms. We note that out-of-sample predic-

tions with any covariates x require additional costs such as
√
J and the supremum term

maxj≤J supx |ϕj(x)|, whereas the result in Proposition 3.1 does not require these costs since

it pertains to in-sample prediction. Under the relative Frobenius norm, the additional term

sp/
√
p arises from estimating the factor component, while the term spω

1−η
m results from

estimating the sparse idiosyncratic component.
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4 Simulation Study

In this section, we conducted a simulation study to examine the finite sample performances

of the proposed PT-POET method. We first generated the log-prices Xl(tj) for D + 1 days

with frequency 1/m on each day as follows: for l = 1, . . . , D+1, j = 0, . . . ,m, and tj = j/m,

Yl(tj) = Xl(tj) + el(tj),

dXl(t) = ψl⊤dW(t) + σl⊤dW∗(t) + Jl(t)dΛl(t),

and we set the market microstructure noise as el(tj) = (el1(tj), . . . , e
l
p(tj)), where eli(tj)

were from i.i.d. normal distribution with mean zero and standard deviation 0.01
√
Σii for

the ith asset, and the initial values X0 = (0, . . . , 0)⊤; W(t) and W∗(t) are r-dimensional

and p-dimensional independent Brownian motions, respectively, Jl(t) = (J l
1(t), . . . , J

l
p(t))

⊤

is the jump size vector, and Λl(t) = (Λl
1(t), . . . ,Λ

l
p(t))

⊤ is the Poission process with inten-

sity I(t) = (5, . . . , 5)⊤. The jump size J l
i(t) was obtained from the independent Gaussian

distribution with mean zero and standard deviation 0.05
√∫ 1

0
γii(t)dt. ψ

l and σl are the

Cholesky decompositions of Ψl and Σl, respectively, where the integrated volatility process

components S = (Ψl)l=1,...,D+1 and E = (Σl)l=1,...,D+1 were constructed as follows:

Y = S + E = F ×1 Q×2 Q×3 V + E ,

where the r1× r1× r2 latent tensor factor F and the p× r1 loading matrix Q were generated

from the first r1 leading eigenvalues and eigenvectors of AA′, respectively, where each element

of A was taken from an i.i.d standard normal distribution; V = (v1, . . . , vD+1)
′ was generated

by vl = b0 + b1vl−1 + b2
1
5

∑5
s=1 vl−s + b3

1
21

∑21
s=1 vl−s + ζl, where ζl ∼ N (0, 1). The model

parameters were set to be b0 = 0.5, b1 = 0.372, b2 = 0.343, b3 = 0.224. We set ranks r1 = 3

and r2 = 1, p = 200.

We obtained the sparse volatility component E = (Σl)l=1,...,D+1 as follows: let d =
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diag(d21, . . . , d
2
p), where each {di} was generated independently from Gamma (α, β) with

α = β = 100. We set s = (s1, . . . , sp)
′ to be a sparse vector, where each si was drawn from

N (0, 1) with probability 0.3√
p log p

, and si = 0 otherwise. Then, we set a sparse error covariance

matrix as Σ = d + ss′ − diag{s21, . . . , s2p}, and we let Σl = Σ for each l. In the simulation,

we generated Σ until it is positive definite. We first generated high-frequency data with

m = {250, 500, 2000} for 200 consecutive days and used the subsampled log prices of the last

D days. We varied D from 50 to 200, and the whole simulation procedure was repeated 500

times.

To estimate the integrated volatility matrices, we employed the pre-averaging realized

volatility matrix (PRVM) estimator Γ̂l = (Γ̂l,ij)1≤i,j≤p (Aı̈t-Sahalia and Xiu, 2016; Chris-

tensen et al., 2010; Jacod et al., 2009) for each l-th day as follows:

Γ̂l,ij =
1

ϕK

m−K+1∑
k=1

{
Ȳ l
i (tk)Ȳ

l
j (tk)−

1

2
Ŷ l
i,j(tk)

}
1
{∣∣Ȳ l

i (tk)
∣∣ ≤ ui,m

}
1
{∣∣∣Ỹ l

j (tk)
∣∣∣ ≤ uj,m

}
,

(4.1)

where

Ȳ l
i (tk) =

K−1∑
s=1

g
( s

K

)
(Y l

i (tk+s)− Y l
i (tk+s−1)),

Ŷ l
i,j(tk) =

K∑
s=1

[{
g
( s

K

)
− g

(
s− 1

K

)}2

× (Y l
i (tk+s−1)− Y l

i (tk+s−2))(Y
l
j (tk+s−1)− Y l

j (tk+s−2))

]
,

where ϕ =
∫ 1

0
g(t)2 dt, 1{} is an indicator function, and ui,m = ci,um

0.235 is a truncation

parameter for some constant ci,u. We chose the bandwidth parameter K = ⌊m1/2⌋, weight

function g(x) = x ∧ (1 − x), and ci,u as 7 times the sample standard deviation for the

pre-averaged variables m
1
4 Ȳi(td,k).

With the aggregated volatility matrix estimates spanning D days, Ŷ = (Γ̂l)l=1,...,D, we

examined the out-of-sample performance of predicting the one-day-ahead aggregated volatil-
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ity matrix. For comparison, the PRVM, POET, FIVAR, T-POET, and PT-POET methods

were employed to predict E(ΓD+1|ID), given the past D period observation. In particular,

for PT-POET, we utilized the past daily, weekly, and monthly averages of the top eigenval-

ues for X with the additive polynomial basis and J = 2. PRVM and POET represent the

PRVM estimator (i.e., Σ̂D) and the POET estimator (Fan et al., 2013) based on PRVM at

the Dth day, respectively. We also employed the FIVAR method (Shin et al., 2021) to model

the factor part dynamics based on the PRVM estimator. Specifically, we used the past D

days’ observations to estimate the model parameters and the previous 21 days to estimate

the time-invariant eigenvectors. We do not model the idiosyncratic dynamics to compare

the performance of the factor modeling. Details can be found in Shin et al. (2021). T-POET

represents the Dth day matrix estimator based on the conventional estimation procedure

for the tensor observation, Ŷ , without using additional covariates. The integrated volatility

matrix has a low-rank plus sparse structure. Hence, to estimate the idiosyncratic component

of the POET, FIVAR, T-POET, and PT-POET estimators, we employed a soft threshold-

ing scheme and used the thresholding level
√
2 log p/m1/2 as in Kim and Fan (2019). Their

idiosyncratic volatility matrix estimators are the same.

Figure 1 presents the average log Frobenius, max, Spectral, and relative Frobenius

norm errors of the future volatility matrix estimators with D = 50, 100, 150, 200 and m =

250, 500, 2000. We note that for each simulation, the target future volatility matrix is the

same for each different pair ofD andm. Figure 1 shows that the PT-POET method performs

best. This is because PT-POET can accurately predict the future integrated volatility ma-

trix by leveraging the HAR-based interday volatility dynamics and time-varying eigenvector

in addition to eigenvalue. In addition, the matrix errors of PT-POET tend to decrease as D

and m increase. This finding supports the theoretical results in Section 3.
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Figure 1: The log Frobenius, Max, Spectral, and relative Frobenius norm error plots of the
PRVM, POET, FIVAR, T-POET, PT-POET estimators for the conditional expected inte-
grated volatility matrix estimation against D = 50, 100, 150, 200, given m = 250, 500, 2000.
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5 Empirical Study

We applied the proposed PT-POET method to large volatility matrix prediction using real

high-frequency trading data for 200 assets from January 2018 to December 2019 (503 trading

days). We selected the top 200 large trading volume stocks in the S&P 500 in the Wharton

Research Data Services (WRDS) system. We used the previous tick scheme (Andersen et al.,

2003; Barndorff-Nielsen et al., 2011a; Zhang, 2011) to synchronize the high-frequency data

to avoid the irregular observation time error issue, and we chose 1-min log-returns.

We need to choose the ranks r1 and r2 to employ the proposed estimation procedure and

other comparison methods. We first calculated 503 daily integrated volatility matrices using

the PRVM estimation method in (4.1). Then, we estimated the rank r1 using the procedure

suggested by Ait-Sahalia and Xiu (2017) as follows:

r̂1 = arg min
1≤j≤rmax

503∑
d=1

[
p−1ξ̂d,j + j × c1

{√
log p

m1/2
+ p−1 log p

}c2]
− 1, (5.1)

where ξ̂d,j is the j-th largest eigenvalue of PRVM estimator, rmax = 20, c1 = 0.15× ξ̂d,20, and

c2 = 0.5. The above method suggests r̂1 = 3. In addition, Figure 2 represents the scree plot

using the first 50 eigenvalues of the sum of 503 PRVM estimates. Figure 2 confirms that

this choice is reasonable. To estimate the rank r2, we employed the largest singular value

gap method as discussed in Section 2.3. From those results, we set r1 = 3 and r2 = 1 for the

empirical study.

To predict the conditional expected volatility matrix E(ΓD+1|ID), we employed the PT-

POET, POET, FIVAR, and T-POET methods as described in Section 4. Additionally, for

robustness checks, we included PT-POET2, which is based on r1 = 3 and r2 = 2. We also

considered FIVAR-H, which incorporates a HAR structure instead of a VAR structure to

predict one-day-ahead leading eigenvalues. For PT-POETs, we utilized the ex-post daily,

weakly, and monthly realized volatility based on the first eigenvalues as covariates for X and

used the additive polynomial basis and J = 2. We used the rolling window scheme, where the
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Figure 2: The scree plot of the first 50 eigenvalues of the sum of 503 PRVM estimates.

in-sample period was one of 63, 126, or 252 days. We presented the best-performing results

for FIVAR, T-POET, and PT-POETs across the range of in-sample periods. Specifically,

the FIVAR method, utilizing observations from the past 252 days observations to estimate

the model parameters and the previous 21 days to estimate the eigenvectors, performed best.

Following Shin et al. (2021), the AR lag h = 1 was chosen based on the Bayesian information

criterion (BIC). For PT-POET and T-POET, an in-sample period of 63 days yielded the best

performance. We used three different out-of-sample periods: from 2019:1 to 2019:6 (period

1), from 2019:7 to 2019:12 (period 2), and from 2019:1 to 2019:12 (period 3).

For all estimators except PRVM, we estimated the idiosyncratic volatility matrix using

the hard thresholding scheme based on the 11 Global Industrial Classification Standard

(GICS) sectors (Ait-Sahalia and Xiu, 2017; Fan et al., 2016a). Specifically, we set the

idiosyncratic components to zero across different sectors while retaining them within the

same sector.

To measure the performance of the predicted volatility matrix, we first utilized the mean

squared prediction error (MSPE) and QLIKE (Patton, 2011):

MSPE =
1

T

T∑
d=1

∥Γ̃d − Γ̂POET
d ∥2F ,

QLIKE =
1

T

T∑
d=1

log
(
det

(
Γ̃d

))
+ tr

(
Γ̃−1

d Γ̂POET
d

)
,
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Table 1: MSPEs and QLIKEs for the PRVM, POET, FIVAR, FIVAR-H, T-POET, and
PT-POETs.

PRVM POET FIVAR FIVAR-H T-POET PT-POET PT-POET2

MSPE×104

Period 1 1.300 1.269 0.942 0.971 0.951 0.878 0.880
Period 2 3.184 3.163 2.035 2.047 2.704 2.025 2.039
Period 3 2.242 2.216 1.488 1.509 1.827 1.452 1.459

QLIKE×10−3

Period 1 – 0.535 -0.030 -0.031 8.343 -0.050 -0.044
Period 2 – 0.574 -0.024 -0.024 10.184 -0.041 -0.041
Period 3 – 0.554 -0.027 -0.027 9.264 -0.046 -0.043

where T is the number of days in the out-of-sample period, Γ̂POET
d is the POET estimator for

the d-th day, which is a proxy of true volatility matrix, and Γ̃d is one of the one-day-ahead

volatility matrix estimates from PRVM, POET, FIVAR, FIVAR-H, T-POET, PT-POET,

and PT-POET2 for the d-th day of the out-of-sample period. In addition, since the true

conditional expected large volatility matrix is unknown, we conducted the Diebold and

Mariano (DM) test (Diebold and Mariano, 1995) using MSPE and QLIKE to assess the

significance of differences in predictive performance. We compared the proposed PT-POET

method with other methods. Table 1 reports the results of MSPEs and QLIKEs, and Table

2 shows the p-values for the DM tests. We note that the QLIKE results for the PRVM

estimator are omitted, as its determinant is close to zero. The results indicate that the

PT-POET estimators demonstrate the best overall performance, and PT-POET and PT-

POET2 show statistically similar performances. This may be because incorporating the

tensor structure and projection method, along with additional covariates such as ex-post

realized volatility information, enhances prediction accuracy. We note that PT-POET does

not statistically outperform FIVAR-H based on the DM test using MSPE. This outcome is

due to the higher variance of prediction errors with FIVAR-H compared to FIVAR and PT-

POET. That is, FIVAR-H is relatively volatile. To further evaluate the proposed method’s

performance, we implemented the minimum variance portfolio allocation, as described below.
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Table 2: The p-values for the DM test statistic based on MSPE and QLIKE for the PRVM,
POET, FIVAR, FIVAR-H, T-POET, and PT-POET2 with respect to the PT-POET.

PRVM POET FIVAR FIVAR-H T-POET PT-POET2

MSPE

Period 1 0.000*** 0.000*** 0.035** 0.242 0.012** 0.845
Period 2 0.004*** 0.005*** 0.902 0.810 0.044** 0.265
Period 3 0.001*** 0.001*** 0.062* 0.372 0.043** 0.284

QLIKE

Period 1 – 0.000*** 0.000*** 0.000*** 0.000*** 0.124
Period 2 – 0.000*** 0.005*** 0.005*** 0.000*** 0.102
Period 3 – 0.000*** 0.000*** 0.000** 0.000*** 0.190

Note: ***, **, and * indicate rejection of the null hypothesis at significance levels of 1%, 5%, and 10%,
respectively.

To analyze the out-of-sample portfolio allocation performance, we also considered the

following constrained minimum variance portfolio allocation problem (Fan et al., 2012):

min
ω

ωT Γ̃dω, subject to ω⊤1 = 1, ∥ω∥1 ≤ c,

where 1 = (1, . . . , 1)⊤ ∈ Rp, the gross exposure constraint c varies from 1 to 3, and Γ̃d is

one of the one-day-ahead volatility matrix estimators obtained from PRVM, POET, FIVAR,

FIVAR-H, T-POET, and PT-POETs. At the beginning of each trading day, we obtained op-

timal portfolios based on each estimator and held these portfolios for one day. We calculated

the realized volatility using the 10-min portfolio log-returns to avoid the microstructural noise

effect. We then measured the out-of-sample risk by averaging the square root of the realized

volatility for each out-of-sample period. Figure 3 illustrates the out-of-sample risks of the

portfolios constructed by the PRVM, POET, FIVAR, FIVAR-H, T-POET, and PT-POET

estimators. As shown in Figure 3, the PT-POET and PT-POET2 estimators demonstrate

stable performance and consistently outperform the other estimators. Interestingly, while

T-POET performs well in terms of global minimum risk, it becomes unstable as the gross

exposure constraint increases. Additionally, PRVM and POET do not perform well. This
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Figure 3: The out-of-sample risks of the minimum variance portfolios constructed by the
PRVM, POET, FIVAR, FIVAR-H, T-POET, PT-POET estimators.

may be because they cannot capture the dynamics of the volatility process. By considering

the vector auto-regressive structure on eigenvalues of the volatility matrix, FIVAR shows

improved performance compared to POET. However, FIVAR underperforms PT-POET be-

cause it does not consider the time-varying eigenvector. When comparing PT-POET and

PT-POET2, PT-POET2 shows a more stable performance. This may be because adding

an additional dimension of time series helps account for the eigenvector dynamics. Overall,

these results indicate that the PT-POET method can efficiently predict the large integrated

volatility matrix by incorporating interday time series dynamics based on both time-varying

eigenvector and eigenvalue structures.

6 Conclusion

This paper introduces a novel procedure for predicting large integrated volatility matrices

using high-frequency financial data. The proposed PT-POET method leverages daily volatil-

ity dynamics based on the semiparametric structure of the low-rank tensor component of the

integrated volatility matrix process. We establish the asymptotic properties of PT-POET

and its estimator for the future integrated volatility matrix.

In the empirical study, PT-POET outperforms conventional methods in terms of out-
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of-sample performance for predicting the one-day-ahead integrated volatility matrix and

portfolio allocation. This finding confirms that generalizing the low-rank structure and

incorporating the HAR model structure into interday volatility dynamics improves the pre-

diction of future volatility matrices. We note that, in this paper, we developed a generalized

model for large volatility matrix processes and utilized the past leading eigenvalues as co-

variates for projecting the dynamics of singular vectors. However, exploring other possible

covariates, such as trading volume, with alternative basis functions would be an interesting

direction for future research. This study requires extensive empirical research. Thus, we

leave this for future research.

References

Ahn, S. C. and A. R. Horenstein (2013): “Eigenvalue ratio test for the number of

factors,” Econometrica, 81, 1203–1227.
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Itô volatility models for heavy-tailed high-frequency financial data,” arXiv preprint

arXiv:2109.05227.

Song, X., D. Kim, H. Yuan, X. Cui, Z. Lu, Y. Zhou, and Y. Wang (2021): “Volatil-
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