Functional Principal Component Analysis of Spatiotemporal Point Processes With Applications in Disease Surveillance

Yehua Li & Yongtao Guan

Accepted author version posted online: 18 Feb 2014. Published online: 02 Oct 2014.

To cite this article: Yehua Li & Yongtao Guan (2014) Functional Principal Component Analysis of Spatiotemporal Point Processes With Applications in Disease Surveillance, Journal of the American Statistical Association, 109:507, 1205-1215, DOI: 10.1080/01621459.2014.885434

To link to this article: http://dx.doi.org/10.1080/01621459.2014.885434

PLEASE SCROLL DOWN FOR ARTICLE

Taylor & Francis makes every effort to ensure the accuracy of all the information (the “Content”) contained in the publications on our platform. However, Taylor & Francis, our agents, and our licensors make no representations or warranties whatsoever as to the accuracy, completeness, or suitability for any purpose of the Content. Any opinions and views expressed in this publication are the opinions and views of the authors, and are not the views of or endorsed by Taylor & Francis. The accuracy of the Content should not be relied upon and should be independently verified with primary sources of information. Taylor and Francis shall not be liable for any losses, actions, claims, proceedings, demands, costs, expenses, damages, and other liabilities whatsoever or howsoever caused arising directly or indirectly in connection with, in relation to or arising out of the use of the Content.

This article may be used for research, teaching, and private study purposes. Any substantial or systematic reproduction, redistribution, reselling, loan, sub-licensing, systematic supply, or distribution in any form to anyone is expressly forbidden. Terms & Conditions of access and use can be found at http://www.tandfonline.com/page/terms-and-conditions
Functional Principal Component Analysis of Spatiotemporal Point Processes With Applications in Disease Surveillance

Yehua Li and Yongtao Guan

In disease surveillance applications, the disease events are modeled by spatiotemporal point processes. We propose a new class of semiparametric generalized linear mixed model for such data, where the event rate is related to some known risk factors and some unknown latent random effects. We model the latent spatiotemporal process as spatially correlated functional data, and propose Poisson maximum likelihood and composite likelihood methods based on spline approximations to estimate the mean and covariance functions of the latent process. By performing functional principal component analysis to the latent process, we can better understand the correlation structure in the point process. We also propose an empirical Bayes method to predict the latent spatial random effects, which can help highlight hot areas with unusually high event rates. Under an increasing domain and increasing knots asymptotic framework, we establish the asymptotic distribution for the parametric components in the model and the asymptotic convergence rates for the functional principal component estimators. We illustrate the methodology through a simulation study and an application to the Connecticut Tumor Registry data. Supplementary materials for this article are available online.
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1. INTRODUCTION

Spatiotemporal point patterns commonly arise from many fields including ecology, epidemiology, and seismology (e.g., Brix and Møller 2001; Schoenberg 2003; Diggle 2006). The log-Gaussian Cox processes (LGCPs), first introduced by Møller, Syversveen, and Waagepetersen (1998) in the spatial case and later on extended to the spatiotemporal setting by Brix and Møller (2001) and Brix and Diggle (2001), provide a wide class of useful models for modeling such kind of data. For a typical spatiotemporal LGCP, its intensity function is assumed to be a log-linear model of some latent spatiotemporal Gaussian process, where the mean of the process may depend on some observed covariates. Borrowing ideas from recent developments in functional data analysis (Ramsay and Silverman 2005), we model the latent temporal process at any fixed spatial location as a functional process with a standard functional principal component expansion. We allow the functional principal component scores at different locations to be spatially correlated. The proposed model can accommodate both nonparametric temporal trend and spatiotemporal correlations in the point process.

In functional data analysis (FDA), the data considered are collections of curves, which are usually modeled as independent realizations of a stochastic process. Some recent papers on this topic include Yao, Müller, and Wang (2005a,b), Hall and Hosseini-Nasab (2006), Hall, Müller, and Wang (2006), and Li and Hsing (2010a,b). Di et al. (2009) and Zhou et al. (2010) studied multilevel functional data, where functional data at the lower level of the hierarchy are allowed to be temporally correlated. All the aforementioned papers considered only Gaussian type of functional data. Recently, Hall, Müller, and Yao (2008) studied generalized longitudinal data, where the non-Gaussian longitudinal trajectories are linked to some Gaussian latent processes through a nonlinear link function and these latent random processes are modeled as functional data. For such non-Gaussian longitudinal data, Hall et al. proposed a nonparametric estimation procedure based on a delta method, which is an approximation by ignoring the higher order influence of the latent processes. There has also been some recent work on functional data modeling of point processes, including Bouzas et al. (2006), Illian et al. (2006), and Wu, Müller, and Zhang (2013). These authors considered data with independent replicates of the point process and modeled a summary measure of the point process (e.g., the intensity function or the $L$-function) as functional data.

To develop FDA tools for spatiotemporal point processes, we encounter many new challenges and our proposed method is hence different from those in the literature in a number of ways. First, in most FDA papers in the literature, the data consist of $n$ independent units (subjects). In our settings, however, there is only one realization of the spatiotemporal process, and the data are correlated both spatially and temporally. Second, unlike the scenarios considered in the classic FDA literature where the functional trajectories can be directly observed, the functional data in our setting are latent processes that determine the rate of events. To estimate the covariance structure of the process, we propose a novel method based on composite likelihood and spline approximation. We develop asymptotic properties of our method.
estimators under an increasing domain asymptotic framework. Third, we perform spatial prediction of the latent principal component scores using an empirical Bayes method. These predicted spatial random effects can be put into maps to highlight hot areas with unusually high event rates or increasing trends in event rates. Such information can be valuable to government agencies when making public health policies.

Our work is motivated by cancer surveillance data collected by the Connecticut Tumor Registry (CTR). The CTR is a population-based resource for examining cancer patterns in Connecticut, and its computerized database includes all reported cancer cases diagnosed in Connecticut residents from 1935 to the present. Our primary interest here is to study the spatiotemporal pattern of pancreatic cancer incidences based on 8230 pancreatic cancer cases in the CTR database from 1992 to 2009. The residential addresses and time of diagnosis are both available and are assumed to be generated by a spatiotemporal point process.

The rest of the article is organized in the following way. We introduce the model assumptions in Section 2 and propose our estimation procedures in Section 3. Then, we study the asymptotic properties of the proposed estimators in Section 4. The proposed methods are tested by a simulation study in Section 5 and are applied to the CTR data in Section 6. Assumptions for our asymptotic theory are collected in the appendix. All technical proofs and implementation details, including variance estimation, model selection, and model diagnostic, are provided in the online supplementary material.

2. MODEL ASSUMPTIONS

Let \( N \) denote a spatiotemporal point process that is observed on \( W = D \otimes T \), where \( D \subset \mathbb{R}^2 \) is a spatial domain and \( T \) is a time domain. Let \( X \) be an \( L^2 \) Gaussian random field on \( W \). We assume that conditional on \( X, N \) is a Poisson process with an intensity function \( \lambda(s, t) \) given by

\[
g(\lambda(s, t)) = Z^T(s, t)\beta + X(s, t),
\]

where \( g \) is a known link function such that \( g^{-1}(\cdot) \) is nonnegative, \( Z(s, t) \) is a \( d \)-dimensional covariate vector, and \( X \) represents spatiotemporal random effects that cannot be explained by \( Z \).

In this article, we will focus on the log-link function, that is, \( g(\cdot) = \log(\cdot) \). The model given in (1) then becomes an LGCP model. In point process literature, the effect of the covariate \( Z(s, t) \) is often assumed to be parametric (Möller and Waagepetersen 2007), although nonparametric approaches have also been recently proposed (Guan 2008a; Guan and Wang 2010). Similarly, a parametric model is generally used for the covariance structure of the latent process \( X(s, t) \). For example, Brix and Diggle (2001) assumed a covariance structure from a class of Ornstein–Uhlenbeck processes, while Diggle, Rowlingson, and Su (2005) used a parametric covariance model that is stationary both in space and time. However, we are not aware of any existing literature that models the latent process nonparametrically in a spatiotemporal log-Gaussian Cox process as what we will do next.

For a fixed location \( s \), \( X(s, t) \) can be considered as an \( L^2 \) Gaussian process on \( T \), and hence by the standard Karhunen–Loève expansion (Ash and Gardner 1975),

\[
X(s, t) = \mu(t) + \sum_{j=1}^{p} \xi_j(s)\psi_j(t),
\]

where \( \mu(t) = \mathbb{E}[X(s, t)] \) with the expectation taken over all locations, \( \psi_j(\cdot) \)'s are orthonormal functions, and \( \xi_j(\cdot) \)'s are independent spatial Gaussian random fields. We assume that \( \xi_j(s) \) is a zero-mean random field with variance \( \omega_j \) and covariance function \( C_j(s_1, s_2) = \text{cov}(\xi_j(s_1), \xi_j(s_2)) \), for \( j = 1, 2, \ldots, p \). The functions \( \psi_j(\cdot) \)'s are the eigenfunctions of process \( X \). We assume that \( \psi_j(\cdot) \)'s are kept in a descending order of \( \omega_j \)'s, that is, \( \omega_1 \geq \omega_2 \geq \cdots \geq \omega_p > 0 \). The number of principal components \( p \) can be \( \infty \) in theory, but is often assumed to be finite for practical considerations.

The general covariance function of \( X(s, t) \) is

\[
R(s_1, s_2, t_1, t_2) = \text{cov}(X(s_1, t_1), X(s_2, t_2)) = \sum_{j=1}^{p} C_j(s_1, s_2)\psi_j(t_1)\psi_j(t_2),
\]

which implies that \( X(s, t) \) is not necessarily stationary in \( t \). Note that the aforementioned model coincides with the spatial corregionalization model commonly used for multivariate Gaussian random fields (Gelfand, Sherman, and Calvin 2004) and is not separable when \( p > 1 \). To connect with the FDA literature, it is helpful to consider the covariance function of the latent process \( X(s, t) \) at the same location \( s \). By setting \( s_1 = s_2 \), (3) is simplified to

\[
R_T(t_1, t_2) = \text{cov}(X(s, t_1), X(s, t_2)) = \sum_{j=1}^{p} \omega_j\psi_j(t_1)\psi_j(t_2), \quad s \in D, \quad t_1, t_2 \in T,
\]

where \( \omega_j \) and \( \psi_j(\cdot) \)'s are the eigenvalues and eigenfunctions of \( R_T(\cdot, \cdot) \). If a constant estimator \( \hat{R}_T(\cdot, \cdot) \) exists, one can then estimate \( (\omega_j, \psi_j(\cdot)) \) by an eigenvalue decomposition of \( \hat{R}_T \) using a standard functional data analysis approach (Ramsay and Silverman 2005).

We estimate the proposed model through the use of the first- and second-order intensity functions of \( N \). Let \( N(ds, dt) \) denote the number of events in an infinitesimal window \( (ds, dt) \), and let \( |ds| \) and \( |dt| \) denote the volumes of \( ds \) and \( dt \), respectively. The marginal first-order intensity function, which characterizes the probability to observe an event at a given location and time, is defined as

\[
\lambda(s, t) = \lim_{|ds|, |dt| \to 0} \frac{\mathbb{E}[N(ds, dt)]}{|ds||dt|} = \mathbb{E}[\exp(Z^T(s, t)\beta + X(s, t))]
\]

where \( \gamma(t) = \mu(t) + (1/2)\sum_{j=1}^{p} \omega_j\psi_j^2(t) \). In derivation of (5), we use the fact that \( \mathbb{E}[\exp(Y)] = \exp(\mu + \sigma^2/2) \) for a \( Y \sim \text{Normal}(\mu, \sigma^2) \) and the covariance of \( X(s, t) \) in (4). Nonstationarity in the first-order intensity function can be modeled by including proper spatiotemporal covariates \( Z(s, t) \). For example, in our disease surveillance application, nonstationarity in the cancer rate caused by spatially varying population level is accommodated by including population density as a covariate.
The second-order intensity function, which characterizes the correlation within the process, is defined as
\[
\lambda_2(s_1, s_2, t_1, t_2) = \lim_{|ds_1|,|ds_2|,|dt_1|,|dt_2| \to 0} \frac{E[N(ds_1, dt_1)N(ds_2, dt_2)]}{|ds_1||dt_1||ds_2||dt_2|} \\
= E[\exp(Z^T(s_1, t_1)\beta + Z^T(s_2, t_2)\beta \\
+ X(s_1, t_1) + X(s_2, t_2))] \\
= \lambda(s_1, t_1)\lambda(s_2, t_2) \exp \left( \sum_{j=1}^{p} C_j(s_1, s_2) \right) \\
\times \psi_j(t_1)\psi_j(t_2),
\]
for \((s_1, t_1) \neq (s_2, t_2)\), where the last equality is a result of the Gaussian assumption for the principal component random processes \(\xi_j(s)\). The Gaussian assumption is also commonly made in other settings such as generalized linear mixed models and spatial hierarchical models (Banerjee, Gelfand, and Carlin 2003).

Given the first- and second-order intensity functions, the pair correlation function (e.g., Möller and Waagepetersen 2004) for the point process is
\[
G_2(s_1, s_2, t_1, t_2) = \frac{\lambda_2(s_1, s_2, t_1, t_2)}{\lambda(s_1, t_1)\lambda(s_2, t_2)} \\
= \exp \left( \sum_{j=1}^{p} C_j(s_1, s_2)\psi_j(t_1)\psi_j(t_2) \right).
\]

If \(C_j(s_1, s_2)\) is stationary, that is, it only depends on the spatial lag \(s_1 - s_2\), then \(G_2(s_1, s_2, t_1, t_2)\) is a function of \(s_1 - s_2\) and the time points \((t_1, t_2)\). Hence, the point process is second-order intensity reweighted stationary in space (Bradley et al. 2000).

3. ESTIMATION PROCEDURE

3.1 Estimation of the Mean Components

The Poisson maximum likelihood (Schoenberg 2005) method is a general approach to fit parametric models for the intensity function of a point process, where the point process can be purely spatial, temporal, or spatiotemporal. Asymptotic properties of the resulting estimator such as consistency and asymptotic normality were considered in Guan and Loh (2007). In the spatiotemporal case, let \(\lambda(s, t; \theta)\) be such a model under consideration where \(\theta\) is some unknown parameter. Then, \(\theta\) can be estimated by maximizing
\[
\ell(\theta) = \sum_{(s,t) \in N \cap W} \log \lambda(s, t; \theta) - \int_D \int_T \lambda(s, t; \theta)dt ds. \tag{8}
\]

In our setting, we will apply the aforesaid method to estimate \(\beta\) and \(\gamma(t)\). Observe that \(\lambda(s, t; \theta) = \exp(Z^T(s, t)\beta + \gamma(t))\). We then modify (8) as
\[
\ell(\beta, \gamma) = \sum_{(s,t) \in N \cap W} [Z^T(s, t)\beta + \gamma(t)] \\
- \int_D \int_T \exp[Z^T(s, t)\beta + \gamma(t)]dt ds. \tag{9}
\]

To further parameterize \(\gamma(t)\), we propose to approximate it by regression splines (Zhou et al. 1998; Zhu, Fung, and He 2008). For simplicity, we assume the time domain to be \(T = [0, 1]\). Let \(k_j = j/(J_1 + 1), j = 0, \ldots, J_1 + 1\) be equally spaced knots on \(T\), then we can define \(K_1 = J_1 + r_1\) normalized B-spline basis functions of order \(r_1\), which form the basis of a functional space \(S_{K_1}^r\). The B-spline basis functions are
\[
\hat{B}_j(t) = (k_j - k_{j-1})[k_{j-1}, \ldots, k_j](\kappa - t)_+^{r_1-1}, \\
1 = \ldots, K_1,
\]
where \([k_{j-1}, \ldots, k_j]\phi(k)\) denotes the \(r_1\)th order divided difference of the function \(\phi(k)\) on \(r_1 + 1\) points \(k_{j-1}, \ldots, k_j\), \(k_j = \min(\max(j, 0), J_1 + 1)\) for \(j = 1 - r_1, \ldots, K_1\), and \((x)_+ = \max(x, 0)\).

Denote the estimators of \(\beta\) and \(\gamma(t)\) as
\[
\hat{\beta}, \hat{\gamma}(t) = \arg\max_{\beta, \gamma} E_{\lambda, \nu}[\ell(\beta, \gamma)]. \tag{10}
\]

Let \(B(t) = \{B_1(t), \ldots, B_K(t)\}^T\) be the vector of spline basis, and write \(\gamma(t) = B^T(t)\nu\). For convenience of developing asymptotic theory, we denote \(\hat{B} = \sqrt{K}B(t), \hat{\nu}(s, t) = [Z(s, t), \hat{B}^T(t)]^T, \text{ and } \theta = [B^T, K^{-1/2}\nu]^T\). Then, \(\hat{\theta}\) is the solution of the estimating equation
\[
0 = \frac{\partial \ell}{\partial \theta} = \sum_{(s,t) \in N \cap W} \hat{\nu}(s, t) \\
- \int_D \int_T \hat{\nu}(s, t)exp[\hat{Z}^T(s, t; \theta)]dt ds. \tag{11}
\]

The estimating equation can be solved numerically by a Newton–Raphson algorithm, where the integral in the equation is evaluated numerically. Asymptotic properties of these estimators are studied in Section 4. The number of spline basis functions \(K_1\) is often deemed as a tuning parameter in spline smoothing. Selection of this tuning parameter is discussed in Section W.5 of the supplementary material.

3.2 Estimation of the Eigenvalues and Eigenfunctions

As mentioned before, the eigenvalues and eigenfunctions, \(\{\psi_j(\cdot), \psi_j(\cdot)\}\), can be estimated by an eigendecomposition of the covariance function \(R_T\). By (6), the second-order intensity of the point process across time at a given spatial location is
\[
\lambda_2(s_1, t_1, t_2) = \lambda_2(s, s, t_1, t_2) = \lambda(s, t_1)\lambda(s, t_2) \exp[R_T(t_1, t_2)]. \tag{12}
\]

We will approximate \(R_T\) by tensor product splines. Let \(\{B_j(t); j = 1, \ldots, K_2\}\) be B-spline functions with order \(r_2\) defined on \([0, 1]\) equally spaced knots on \([0, 1]\). The tensor product spline basis functions are given by \(B_{ij}(t_1, t_2) = B_{i1}(t_1)B_j(t_2), j = 1, \ldots, K_2\). Denote \(B_{ij}[s_1^T(s_2)]^T \in \mathbb{R}^{K_2 \times K_2}\) and the functional space spanned by \(B_{ij}\) as \(S_{K_2}^{K_2}\). Then, the spline approximation for the covariance function is \(R_T(t_1, t_2) \approx B_{ij}^T(s_1, s_2)B_{ij}\).

We estimate \(\theta\) and hence \(R_T\) by generalizing the composite likelihood approach of Guan (2006) and Waagepetersen (2007). Let \(\lambda_2(s_1, s_2, t_1, t_2; \eta)\) be a parametric model for the second-order intensity function of a point process depending on some
parameter vector $\eta$. Then, $\eta$ can be estimated by maximizing

$$
\ell_c(\eta) = \sum_{(s_1, t_1) \in W} \sum_{(s_2, t_2) \in N \cap (D \otimes T - (s_1, t_1))} w(s_1, s_2, t_1, t_2) \log(\lambda_2(s_1, s_2, t_1, t_2; \eta))
\times dt_1 dt_2 ds_1 ds_2,
$$

(13)

where $D \otimes T - (s, t_1) = \{(s_2, t_2) : (s_2, t_2) \in D \otimes T, \text{and } (s_2, t_2) \neq (s_1, t_1)\}$ and $w(s_1, s_2, t_1, t_2)$ is a prespecified weight function. For our purpose, it is sufficient to estimate $\lambda_2(s_1, s_2, t_1, t_2)$ as a result of (12). Thus, we may want to consider pairs of events that occurred at the same location. However, for an orderly spatial point process, the probability of observing two events at the same location is zero. Instead, we define a small spatial neighborhood for every event location $s$, denoted as $D_{s, \delta} = \{u \in D, \|u - s\| < \delta\}$, and consider pairs of the given event and any other events within the neighborhood. This can be achieved by defining the weight function as

$$
w(s_1, s_2, t_1, t_2) = I(\|s_1 - s_2\| < \delta),
$$

where $I(\cdot)$ is an indicator function. We assume that the spatial covariance functions $C_j(\cdot)$’s are continuous at 0, and we choose $\delta$ to be small so that $\lambda_2(s_1, s_2, t_1, t_2) \approx \lambda_2(s, t_1, t_2)$ for any $s_2 \in D_{s, \delta}$. The role of $\delta$ in our estimation procedure will be discussed in Section 4, after developing the asymptotic theory of the proposed covariance estimator, and a practical criterion to choose $\delta$ is provided in the online supplementary material.

With the aforementioned modifications, the composite likelihood criterion in (13) becomes

$$
\ell_c(\beta, \gamma, R_T) = \sum_{(s_1, t_1) \in W} \sum_{(s_2, t_2) \in N \cap (D_{s, \delta} \otimes T - (s_1, t_1))} \log(\lambda_2(s_1, s_2, t_1, t_2))
\times dt_1 dt_2 ds_1 ds_2,
$$

(14)

(14)

where $D_{s, \delta} \otimes T - (s, t_1) = \{(s_2, t_2) : \|s_2 - s_1\| \leq \delta, \text{and } (s_2, t_2) \neq (s_1, t_1)\}$. We propose to estimate the covariance function as the maximizer of the composite likelihood restricted in the spline space, that is,

$$
\hat{R}_T = \arg\max_{R_T \in \mathbb{S}^2} \ell_c(\hat{\beta}, \hat{\gamma}, R_T),
$$

(15)

where $\hat{\beta}$ and $\hat{\gamma}$ are the estimators defined in (10).

The covariance estimator can be rewritten as $\hat{R}_T(t_1, t_2) = B_{[2]}(t_1, t_2) \hat{\beta}$, where $\hat{\beta}$ is the solution of

$$
0 = \frac{\partial \ell_c(\hat{\beta}, \hat{\gamma}, \hat{R}_T)}{\partial \beta} = \sum_{(s_1, t_1) \in W} \sum_{(s_2, t_2) \in N \cap (D_{s, \delta} \otimes T - (s_1, t_1))} B_{[2]}(t_1, t_2)
\times \lambda_2(s_1, s_2, t_1, t_2) \hat{\lambda}(s_1, t_1)
\times \lambda_2(s_2, t_2) \exp \{B_{[2]}(t_1, t_2) \hat{\beta} dt_1 dt_2 ds_1 ds_2,
$$

(16)

where $\hat{\lambda}(s, t) = \exp\{Z^T(s, t) \hat{\beta} + \hat{\gamma}(t)\}$. When the neighborhood $D_{s, \delta}$ is sufficiently small and the number of knots of the spline basis is sufficiently large, (16) is an approximately unbiased estimating equation.

The estimates of the eigenvalues and eigenfunctions are obtained by solving the eigendecomposition problems

$$
\int_R \hat{R}_T(t_1, t_2) \hat{\psi}_j(t_1) dt_1 = \hat{\omega}_j \hat{\psi}_j(t_2), \ j = 1, \ldots, p.
$$

(17)

Since our estimator $\hat{R}_T(\cdot, \cdot)$ is constrained in a functional subspace spanned by tensor products of a spline basis $B(\cdot)$, the estimated eigenfunction function is spanned by the same spline basis. Hence, the functional eigendecomposition problem in (17) can be translated into a multivariate problem. Notice that our estimator $\hat{R}_T$ is inherently symmetric because the same pairs of events contribute equally in estimating $R_T(t_1, t_2)$ and $R_T(t_2, t_1)$.

We can arrange the coefficient vector $\hat{\beta}$ into a symmetric matrix $\hat{G}$, so that $\hat{R}_T(t_1, t_2) = B^T(t_1) \hat{G} B(t_2)$. Define an inner product matrix $J = \int_R B(t)^T B(t) dt$, then the eigendecomposition problem in (17) is equivalent to the multivariate generalized eigenvalue decomposition

$$
\hat{\phi}_j^T \hat{G} \hat{\phi}_j = \hat{\omega}_j, \ \text{subject to } \hat{\phi}_j^T J \hat{\phi}_j = I(j = j'),
$$

(18)

where $I(\cdot)$ is an indicator function. Then, $\hat{\psi}_j(t) = B^T(t) \hat{\phi}_j, j = 1, \ldots, p$.

In the procedures described earlier, selecting the tuning parameters $K$ and $\delta$ as well as selecting the number of principal components $p$ are important issues, which are addressed in Section W.5 of the supplementary material.

### 3.3 Estimation of the Spatial Correlation

In the previous section, we estimate the eigenfunctions $\psi_j$’s and eigenvalues $\omega_j$’s using pairs of events that occurred within a close distance to avoid the complications of spatial correlation. With $\psi_j$’s and $\omega_j$’s consistently estimated, we now estimate the spatial correlation functions using another composite likelihood that includes pairs of events further apart. Suppose the spatial covariance functions are of a parametric form $C_j(s_1, s_2; \theta_j)$, where $\theta_j$’s are unknown parameters. We will focus on stationary covariance models such as the flexible class of Matérn covariance models (Stein 1999). Stationarity in space is commonly assumed in spatial statistics including spatiotemporal log-Gaussian Cox processes (e.g., Brix and Møller 2001; Diggle, Rowlinson, and Su 2005). In what follows, we use $C_j(s_1 - s_2; \theta_j)$ instead to reflect the assumption of stationarity.

Define $\theta = (\theta_1^T, \ldots, \theta_p^T)^T$. To estimate $\theta$, we again modify the composite likelihood (13) through the use of a proper weight function $w$. Specifically, we use

$$
w(s_1, s_2, t_1, t_2) = \lambda^{-1}(s_1, t_1) \lambda^{-1}(s_2, t_2) I(\|s_1 - s_2\| \leq \varrho),
$$

where $\varrho$ is a prespecified spatial distance. By (6),

$$
w(s_1, s_2, t_1, t_2) \lambda_2(s_1, s_2, t_1, t_2)
\exp \left\{ \sum_{i=1}^p C_j(s_1 - s_2; \theta_j) \psi_j(t_1) \psi_j(t_2) \right\} I(\|s_1 - s_2\| \leq \varrho).
$$

Thus, we avoid integrating the covariate process $Z(s, t)$ over the entire spatial temporal domain while evaluating the
integral in (13). Let \( \ell_{c, \text{spat}}(\theta, \beta, \gamma, \omega, \psi) \) be the resulting modified composite likelihood, where \( \omega = (\omega_1, \ldots, \omega_p)^T \) and \( \psi(t) = (\psi_1, \ldots, \psi_p)^T(t) \). We substitute \((\beta, \gamma, \omega, \psi)\) with their estimators described in Section 3.2 and therefore define the estimator of \( \theta \) as

\[
\tilde{\theta} = \arg\max_{\theta} \ell_{c, \text{spat}}(\theta, \tilde{\beta}, \tilde{\gamma}, \tilde{\omega}, \tilde{\psi}).
\]  

(19)

The proposed weight function \( w \) excludes the pairs of events with a distance greater than \( \rho \), since the spatial correlation tends to diminish as the spatial lag increases and including events that are too far away may provide little information about the correlation function. The parameter \( \rho \) therein can be considered as a tuning parameter. A reasonable choice of \( \rho \) is the range of the spatial correlation, which can be estimated by fitting a pilot parametric model to the data or by checking the empirical pair correlation function of the point pattern (e.g., Guan 2008b).

### 3.4 Prediction of the Spatial Random Effects

To predict the random fields \( \xi_k(s) \), we use a maximum a posteriori (MAP) predictor as in Møller, Syversveen, and Waagepetersen (1998). For ease of presentation, we assume that the spatial domain \( D \) is a rectangle \([0, L]^2\). We partition \( D \) into smaller rectangles, \( D_{ij} = [(i-1)/M, i/M) \times [(j-1)/M, j/M), i = 1, \ldots, M, j = 1, \ldots, M. \) We take each \( D_{ij} \) sufficiently small so that \( \xi_k(s) \) is approximately constant for \( s \in D_{ij} \), and denote this value as \( \xi_{ij,k} \). Given \( \xi_{ij} = (\xi_{ij,1}, \ldots, \xi_{ij,p})^T \), the conditional log-likelihood for the events in \( D_{ij} \cap T \) is

\[
\ell_{ij} = \sum_{(s,t) \in N \cap (D_{ij} \cap T)} \left\{ Z^T(s,t)\beta + \mu(t) + \sum_{k=1}^p \xi_{ij,k} \psi_k(t) \right\}
- \int_{D_{ij}} \int_T \exp\left\{ Z^T(s,t)\beta + \mu(t) + \sum_{k=1}^p \xi_{ij,k} \psi_k(t) \right\} dt ds.
\]  

(20)

By the model, \( \xi_k \) has a prior distribution \( \text{Normal}(0, \Sigma_k) \), where \( \Sigma_k \) is the covariance matrix for the \( k \)-th principal component by interpolating \( C_k(s_1 - s_2; \theta_k) \) on the discrete grid points. Collect the grid point values of the latent random vector \( \xi_k \) and \( \xi_k \) is the conditional log-likelihood for the events in \( D_{ij} \cap T \) is

\[
p(\xi) \propto \sum_{i=1}^M \sum_{j=1}^M \ell_{ij} - \frac{1}{2} \sum_{k=1}^p \xi_k^T \Sigma_k^{-1} \xi_k.
\]  

(21)

We substitute \( \beta, \psi_k(t), \) and \( \omega_k \) with their estimators defined earlier, and \( \mu(t) \) with its estimator \( \tilde{\mu}(t) = \tilde{\gamma}(t) - 1/2 \tilde{\rho}(t, t) \). The empirical Bayes estimator \( \tilde{\xi}_k \) is then obtained by maximizing the posterior (21). We can also draw samples from the posterior (21) using the Metropolis-adjusted Langevin algorithm (MALA) described in Møller, Syversveen, and Waagepetersen (1998), and estimate the prediction error by the posterior variance.

Choosing the partition in spatial prediction is a compromise between prediction bias and computation feasibility. The latent processes are defined in a continuous space, hence a finer spatial grid leads to smaller bias. On the other hand, using a finer grid increases the dimension of the latent random vector \( \xi_k \) and makes it harder to simulate from the posterior distribution in (21). Specifically, a higher dimension of \( \xi_k \) make it harder for the Markov chain to mix and, as a result, the Markov chain takes a longer time to converge. In many real applications such as the CTR data considered in this article, there are natural choices for the partition of the spatial domain, for example we used the census tracts to partition the state of Connecticut.

### 4. Asymptotic Properties

To distinguish from other possible values in the parameter space, we denote the true parameters (functions) as \( \beta_0, \gamma_0, R_0, \omega_{j0}, \) and \( \psi_{j0} \). We study the asymptotic properties of the proposed estimators under an increasing domain asymptotic framework as in Guan (2006). We consider a sequence of spatial domains \( D_n \) with expanding areas, but the time domain \( T \) remains fixed. Specifically, we assume

\[
C_1 n^2 \leq |D_n| \leq C_2 n^2 \quad \text{and} \quad C_1 n \leq |\partial D_n| \leq C_2 n
\]  

for some \( 0 < C_1 < C_2 < \infty \) (22)

where \( |\partial D_n| \) denotes the perimeter of \( D_n \). Condition (22) is satisfied by many commonly encountered shape sequences. For example, let \( D \subset (0,1] \times (0,1] \) be the interior of a simple closed curve with nonempty interior. If we multiply \( D \) by \( n \) to obtain \( D_n \), then \( D_n \) satisfies (22). This formulation allows for a wide range of shapes as the sequence of observation windows, including both rectangular and elliptical regions.

For any function \( f(x) \) defined on a compact set \( T \), where \( T \subset \mathbb{R} \) or \( \mathbb{R}^2 \), define the supremum and \( L^2 \) norm of \( f \) to be \( \| f \|_{\infty} = \sup_{x \in T} |f(x)| \) and \( \| f \| = \left( \int_T f^2(x) dx \right)^{1/2} \), respectively. For any \( m \) dimensional vector \( a \), define its \( L^2 \) norm \( \| a \| = (a^T a)^{1/2} \), and its \( L^\infty \) norm \( \| a \|_{\infty} = \max_{j=1}^m |a_j| \). For any real valued \( m \times m \) matrix \( A = (a_{ij}) \), define its \( L^2 \) norm as \( \| A \| = \left( \| A x \|_2 \right)^{1/2}, \) its \( L^\infty \) norm as \( \| A \|_{\infty} = \max_{j=1}^m \| a_j \|_{\infty} \), and its Frobenius norm as \( \| A \|_F = \| A^T A \|^{1/2} \).

**Theorem 1.** Let \( T \) be a fixed time domain, \( D_n \) satisfies condition (22), then under Assumptions 1–5 in Appendix A,

\[
\| \tilde{\beta} - \beta_0 \| + \| \tilde{\gamma} - \gamma_0 \| = O_p \left( K_1^{-1/2} + (K_1/|D_n|)^{1/2} \right).
\]  

(24)

The convergence rate in Theorem 1 is not optimal. A more detailed study in Theorem 2 below reveals that \( \tilde{\beta} \) converges to \( \beta_0 \) in a parametric convergence rate and is asymptotically normal, and \( \tilde{\gamma}(t) \) converges to \( \gamma_0(t) \) with the usual nonparametric asymptotic convergence rate. To facilitate this result, we first define the residual process in the spatiotemporal pattern (Baddeley et al. 2005) as

\[
E(ds, dt) = N(ds, dt) - \exp\{Z^T(s,t)\beta_0 + \gamma_0(t)\}ds dt.
\]  

(23)

We also define

\[
\mu_Z(t; \beta, \gamma) = E[Z(s,t) \exp\{Z^T(s,t)\beta + \gamma(t)\}] / q(t; \beta, \gamma)
\]  

(24)
where \( q(t; \beta, \gamma) \) is defined in Assumption 3, and
\[
\Sigma_Z(\beta, \gamma) = E \left[ \int_T (Z(s, t) - \mu_Z(t; \beta, \gamma))^2 \exp(\mathbf{Z}^T(s, t)\beta + \gamma(t)) dt \right],
\]
where \( \mathbf{x}^2 = \mathbf{x}^T \mathbf{x} \) for any vector \( \mathbf{x} \).

**Theorem 2.** Under the same conditions as in Theorem 1, we have the following weak convergence result
\[
|D_n|^{1/2}(\hat{\beta} - \beta_0) \rightarrow \text{Normal}(0, \Sigma_{Z,0}^{-1} \Omega \Sigma_{Z,0}^{-1}),
\]
where \( \Sigma_{Z,0} \) is a shorthand for \( \Sigma_Z(\beta_0, \gamma_0) \) and
\[
\Omega = \lim_{n \rightarrow \infty} \frac{1}{|D_n|} \text{var} \left[ \int_T \int_{D_n} (Z(s, t) - \mu_Z(t; \beta_0, \gamma_0)) \mathcal{E}(ds, dt) \right].
\]
A tighter asymptotic convergence rate for \( \hat{\gamma} \) is \( \| \hat{\gamma} - \gamma_0 \| = O_p(K_1^{1/2} |D_n|^{-1/2} + K_1^{-\tau_1}). \)

For statistical inference, we need to estimate the covariance matrix of \( \hat{\beta} \). We follow Heinrich and Prokéšová (2010) to derive a consistent moment estimator for \( \text{cov}(\hat{\beta}) \). Details of the derivations are given in the Web Appendix B. We also outline a strategy on how to estimate the variance of \( \hat{\gamma} \), in light of the fact that both \( \hat{\beta} \) and \( \hat{\gamma} \) are obtained by solving the estimating equation (11).

Next, we study the asymptotic properties of the estimated covariance function and those of the estimated eigenvalues and eigenfunctions. The radius of the local neighborhood in the composite likelihood (14) should depend on \( n \). However, we will continue to use \( \delta \) for ease of exposition.

**Theorem 3.** Assume that condition (22) and Assumptions 1–9 in Appendix A are true. Then, \( \| \hat{R}_T - R_T \| = O_p(K_2(|D_n| |D_0|)^{-1/2} + \delta + K_2^{-\tau_2} + (K_1/|D_0|)^{1/2} + K_1^{-\tau_1}) \).

Theorem 3 implies that the radius parameter \( \delta \) plays a similar role to the bandwidth used in nonparametric regressions. As such, there is a trade-off between bias and variance when choosing the optimal \( \delta \). Specifically, increasing \( \delta \) will include more data into the estimation and hence reduce the variance of \( \hat{R}_T \), but it will increase the bias due to the use of pairs of events that are much further apart; the opposite can be said when decreasing \( \delta \). A practical method to select \( \delta \) is proposed in Section W.5.2.

Following Theorem 1 in Hall and Hosseini-Nasab (2006), the following asymptotic properties for the functional principal component estimators in (17) and (18) are immediate.

**Corollary 1.** Letting \( \Delta_n = \| \hat{R}_T - R_T \|_0 \), then \( \sup_j |\hat{\omega}_j - \omega_j| \leq \Delta_n \). If \( p \) is finite, define \( \omega_{p+1} = 0 \). Put \( t_j = \min_{i \leq i \leq j} (\omega_i - \omega_{i+1}) \) \( J = \inf \{ j \geq 1 : \omega_j - \omega_{j+1} \leq 2\Delta_n \} \), then \( \| \hat{\psi}_j - \psi_j \| \leq C\Delta_n / t_j \), for \( 1 \leq j \leq J - 1 \).

Theorems 2 and 3 and Corollary 1 show that our estimators \( \hat{\beta}, \hat{\gamma}(-) \) and \( \hat{\omega}_j, \hat{\psi}_j(-); j = 1, \ldots, p \) are consistent, and hence by plugging in these consistent estimators the method described in Section 3.3 also provides a consistent estimator for the spatial correlation parameter \( \theta \). Using the theory in Guan (2006), we have the following corollary.

**Corollary 2.** Under condition (22), the assumptions in Appendix A and the regularity conditions in Theorem 1 of Guan (2006), \( \hat{\theta} \) defined by (19) is consistent to the true correlation parameter \( \theta \).

## 5. SIMULATION STUDY
Let the spatial region be \( D = [0, 2]^{62} \), and the time window be \( T = [0, 1] \). We assume that \( Z(s) \) is a one-dimensional covariate, which is generated as an isotropic Gaussian random field on \( D \) with an exponential covariance structure. In particular, \( \text{cov}(Z(s_1), Z(s_2)) = \exp(-||s_1 - s_2||/\rho) \), and we set the scale parameter to be \( \rho = 0.2 \). The random field \( X(s, t) \) is generated with \( \mu(t) = 3 + 2t^2 \) and \( p = 2 \) principal components, where \( (\omega_1, \omega_2) = (2, 1) \), \( \psi_1(t) = 1 \), and \( \psi_2(t) = \sqrt{2} \cos(2\pi t) \).

Both principal component scores, \( \xi_j(s), j = 1, 2 \), are generated from Gaussian random fields with isotropic exponential covariance structures \( C_j(s_1 - s_2; \theta_j) = \omega_j \exp(-||s_1 - s_2||/\theta_j) \), and the scale parameters \( \theta_j \) are also set to be 0.2. Both \( Z(s) \) and \( \xi_j(s) \) are simulated on a regular grid with increments 0.01, using the RandomFields package in R. The events are generated using rejection sampling.

In this setting, the covariance function is \( R_T(t_1, t_2) = 2 + 2 \cos(2\pi t_1) \cos(2\pi t_2) \). The two principal components have clear interpretations. The first principal component is a random intercept. If \( \xi_1(s) \) is high in a location \( s \), the event intensity is high at that location. The second principal component can be interpreted as a periodic random effect. On average, there are 1661 events in the defined spatiotemporal domain.

The simulation is repeated 200 times, and the proposed model selection and estimation procedures are applied to each simulated dataset. We first choose the tuning parameters as described in Section W.5.2 of the supplementary material. The AIC (W.9) picks \( K_1 = 10 \) for most of the simulated datasets, and the cross-validation procedure in Section W.5.2 chooses \( K_2 = 7 \) and \( \delta = 0.01 \) most frequently. Therefore, we fix the value of these tuning parameters for further estimation. Under our choice of \( \delta \), we include, on average, one neighboring event for every event in the composite likelihood (14). Next, we apply our second AIC (W.11) to choose the number of principal components, and it chooses the correct number, \( p = 2 \), of principal components 57% of the time. We find that AIC tends to choose an overfitted model, and 88% of the time, it chooses the number of principal components to be between 2 and 4. Such an overfitting tendency is consistent with what has been discovered in the literature. Since underfitting is usually a more serious problem than overfitting, the performance of AIC seems satisfactory.

The estimation results are summarized in Figure 1. In panel (a) of Figure 1, we show the boxplots of \( \hat{\beta}, \hat{\omega}_1, \) and \( \hat{\omega}_2 \). As we can see, \( \hat{\beta} \) is almost unbiased to the true value \( \beta_0 = 1 \), which is consistent with our asymptotic theory. The estimated eigenvalues are slightly biased but nevertheless close to the truth. Although these estimators are consistent, some bias is often reported in FDA literature in a finite-sample setting, see Li and Hsing (2010b). This is true even when direct measurements are made on the curves. In our setting, \( X(s, t) \) are latent processes which make estimation of these parameters considerably harder.
Figure 1. Estimation results in the simulation study. Panel (a) shows the boxplots of $\hat{\beta}$, $\hat{\omega}_1$, and $\hat{\omega}_2$. Panels (b)–(d) show the estimation results for $\hat{\gamma}(t)$, $\hat{\psi}_1(t)$, and $\hat{\psi}_2(t)$, respectively, where the solid curve in each panel is the true curve, the dashed curve is the mean of the estimator, and the two dotted curves are the pointwise 5% and 95% percentiles of the estimator. Panel (e) shows boxplots of the estimated spatial correlation parameters $\vartheta_1$ and $\vartheta_2$ for the two principal components.
In that sense, the behavior of these estimators is reasonable. In panels (b)–(d) of Figure 1, we summarize the estimation results for $\gamma(t)$ and the two eigenfunctions, where we compare the mean, 5% and 95% pointwise percentiles of the functional estimators with the true functions. The plots suggest that these estimators behave reasonably well. We also provide, in panel (e) of Figure 1, the boxplots of $\hat{\theta}_1$ and $\hat{\theta}_2$, which are the spatial correlation parameters for the two principal components estimated using the composite likelihood method in Section 3.3. The boxplots show that these estimates are reasonably close to the true value 0.2. Since the second principal component is less prominent in the data, its spatial correlation is harder to estimate. Consequently, $\hat{\theta}_2$ is more variable than $\hat{\theta}_1$.

We also perform spatial prediction for the latent processes $\xi_1(s)$ and $\xi_2(s)$ as described in Section 3.4. Plots of the prediction results in a typical run is provided in Section W.6 of the online supplementary material. These predicted maps can provide useful information on hot spatial regions due to clustering.

6. DATA ANALYSIS

We apply the proposed methodology to historical cancer incidence records collected by the CTR. The CTR is the oldest cancer registry in the United States. Since the Surveillance, Epidemiology, and End Results (SEER) Program was launched by the National Cancer Institute in 1973, it has always been a program-participating SEER site. The CTR has reciprocal reporting agreements with cancer registries in all adjacent states (and Florida, a popular winter destination for retirees) to identify Connecticut residents with cancer diagnosed and/or treated in these states. For each identified CTR case, both the date of diagnosis and residential address at the time of diagnosis were recorded, along with a list of demographic and diagnostic variables. The longitude and latitude of a diagnosis are recorded in the Universal Transverse Mercator (UTM) coordinate system.

Pancreatic cancer is the fourth most common cause of cancer-related deaths in both men and women in the United States. We consider the CTR data of 8230 pancreatic cancer incidences that were diagnosed from 1992 to 2009. Our primary interest is to study the spatiotemporal pattern of pancreatic cancer incidences, after having accounted for heterogeneities in both population density and socioeconomic status (SES) scores at the census block group level. There are 2616 block groups within the state of Connecticut. The SES score is an aggregated measure to reflect poverty level in a neighborhood, where a higher SES score indicates a more deprived neighborhood (Wang et al. 2009).

Similar to model (1), we assume that the conditional intensity for the cancer incidences is

$$\lambda(s,t) = \lambda_0(s) \exp\{Z(s)\beta + X(s,t)\},$$

where $\lambda_0(s)$ and $Z(s)$ are the population density and SES score at $s$, and $X(s,t)$ is a latent process with the same structure as in (2). We assume that $\lambda_0(s)$ and $Z(s)$ are constants within a block group.

We first estimate the parameters in the first-order intensity. The AIC in (W.9) picks $K_1 = 9$ cubic B-splines to model the function $\gamma(t)$. We apply the proposed method in Section 3.1 to estimate $\beta$ and $\gamma(t)$, and use the method described in Section W.4 of the supplementary material to estimate the standard error of the estimators. The estimated coefficient for the SES score is $\hat{\beta} = 1.63 \times 10^{-2}$, with standard error $3.87 \times 10^{-3}$. We therefore conclude that the SES score is positively associated with the pancreatic cancer rate in a neighborhood. The estimated temporal trend function $\gamma(t)$ and the 95% confidence bands are presented in Figure 2. The plot suggests that the pancreatic cancer rate was increasing over the years in the study period.

To estimate the covariance function $K_T$, the cross-validation procedure in Section W.5 picks $K_2 = 9$ and $\delta = 1000$ UTM units. Therefore, block groups with a UTM distance less than 1000 are considered neighbors, the pancreatic cancer incidences in neighboring block groups are considered neighboring events, and all such pairs of neighboring events are used in the composite likelihood (14). Note that 1000 UTM units is about 1 km, which is a small distance in the scale of this application. The AIC defined in (W.11) suggests that there are two principal components in $X(s,\cdot)$. The first two eigenvalues are 8.742 and 0.345 which explain a total of 93% of variation in the covariance function. The first two eigenfunctions are shown in the second plot of Figure 2. As we can see, $\hat{\psi}_1(t)$ given by the solid curve is almost a constant over time, indicating that the first principal component score $\xi_1(s)$ is a spatial random intercept. When $\xi_1(s)$
Figure 3. Estimated scores for the first two principal components in the Connecticut Tumor Registry data. The principal component scores are estimated at census tract level and highlighted by gray levels on the map of Connecticut.

is higher, the cancer rate at \( s \) is also higher than the average rate. On the other hand, \( \tilde{\psi}_2(t) \) represents an increasing trend in time, even though it does not increase linearly. Hence, when \( \tilde{\psi}_2(s) \) is higher, the cancer rate at \( s \) increases faster than average.

We also model the spatial correlation in \( \tilde{\psi}_1(s) \) and \( \tilde{\psi}_2(s) \) by the exponential correlation function, and estimate correlation range parameters by the composite likelihood method in Section 3.3. The estimated range is about 2400 UTM units for both principal components. We perform spatial prediction for \( \tilde{\psi}_1(s) \) and \( \tilde{\psi}_2(s) \) at the census tract level, by simulating samples from the posterior (21). We use the posterior means as the predicted values of the principal component scores, and the posterior standard deviations as the prediction errors.

In the two panels of Figure 3, the predicted values of \( \tilde{\psi}_1(s) \) and \( \tilde{\psi}_2(s) \) are highlighted by gray levels in maps of Connecticut, respectively, where black represents the highest positive values and white represents the lowest negative values. By the interpretation of the two principal components described earlier, we believe the dark census tracts in panel (a) of Figure 3 have higher pancreatic cancer rates than average, while the dark tracts in panel (b) have higher increasing rate in pancreatic cancer than others. The posterior standard deviations of the two latent random fields are also given in the two panels of the Figure 4. These maps help us to understand the uncertainty in the spatial prediction. We perform \( z \)-tests on the predicted principal component scores and find that about 27% of census tracts have \( \tilde{\psi}_1 \) significantly different from 0, however none of the predictions for \( \tilde{\psi}_2 \) are significant. The latter result is simply because of the relatively large amount of prediction error for \( \tilde{\psi}_2 \). We think that the signal in the second principal component is much weaker compared with the first component and the test on a local signal (i.e., at any single census tract) does not have enough power.

APPENDIX A: ASSUMPTIONS FOR THE THEORETICAL RESULTS

A.1 Notation

For any subset \( E \subset \mathbb{R}^2 \), let \( \mathcal{F}(E) \) be the \( \sigma \)-algebra generated by \( N \cap (E \otimes T) \) and \( \{Z(s,t), \tilde{\psi}_j(s,t), j = 1, \ldots, p : (s,t) \in (E \otimes T)\} \). To quantify the spatial dependence, we introduce the strong mixing coefficient (Rosenblatt 1956),

\[
\alpha_k(h) = \sup \{|P(A_1 \cap A_2) - P(A_1)P(A_2)| : A_1 \in \mathcal{F}(E_1), A_2 \in \mathcal{F}(E_2), |E_1| \leq k, |E_2| \leq l, d(E_1, E_2) \geq h\}, \tag{A.1}
\]

where \( d(E_1, E_2) \) denotes the minimal spatial distance between \( E_1 \) and \( E_2 \).
Define
\[ \lambda_4(s_1, s_2, s_3, s_4, t_1, t_2, t_3, t_4) = \lim_{\delta \to 0} |ds_1| \cdots |ds_4| \cdot \frac{E[N(d_1, \delta)]N(d_2, \delta)N(d_3, \delta)N(d_4, \delta)}{|ds_1||ds_2||ds_3||ds_4|}. \]
\[ G_4(u_1, u_2, u_3, t_1, t_2, t_3, t_4) = \lambda_4(s_1 + u_1, s_2 + u_2, s_3 + u_3, s_4 + u_1, t_1, t_2, t_3, t_4). \]
(A.2)

and
\[ M(t_1, t_2) = \frac{1}{|D_0|} \int_{D_0} \int_{D_0} \lambda_4(s_1, t_1) \lambda_4(s_2, t_2) d\delta s_2 s_1. \]
(A.3)

where \( |D_0| \) is the common area for all \( D_{\delta} \), for example, \( |D_0| = \pi \delta^2 \) if \( D_{\delta} \) is a disc centered at \( s \). Put \( \mu_{\delta}(t_1, t_2) = E[M(t_1, t_2)]. \)

A.2 Assumptions

We make the following assumptions to derive our asymptotic theory.

- **Assumption 1.** Define the class of Hölder continuous functions on \([0, 1]\) as
  \[ C^{\alpha}_{\delta}([0, 1]) = \{ f : \sup_{t_j \in [0,1]} |f^{(k)}(t_j) - f^{(k)}(t_j)|/(1 - t_j^\alpha) |t_j|^{1 - \alpha} < \infty \} \]
  for some nonnegative integer \( k \) and \( \alpha > 0 \). We assume \( \gamma_0 \in C^{\alpha}_{\delta}([0, 1]) \), where \( r_2 \geq 2 \) is the order of the spline estimator and \( \alpha > 0 \).

- **Assumption 2.** We assume that the processes \( N, Z \) and \( \xi_j, j = 1, \ldots, p \), are stationary in \( s \) and satisfy the following mixing condition (Guyon, 1995):
  \[ \sum_{m \geq 1} \alpha_{\delta,m} < \infty \]
  for some \( k > 0 \) and \( m > 0 \).

We also assume that \( E[Z(s, t) \exp(Z(s, t)^2 + \gamma(t))] = \infty \) for some \( C > 2 \), and \( \sup_{t \in [0,1]} |G_4(u_1, t_1, t_2)| \leq 1 \). \( \alpha > 0 \).

- **Assumption 3.** Define \( \gamma(t; \beta, \gamma) = E[\exp(Z(s, t)^2 + \gamma(t))] \), which does not depend on \( s \) by the stationarity of \( Z(s, t) \) for any fixed \( t \). Assume that \( 0 < C_1 \leq \min \{ \gamma(t; \beta, \gamma) \} \) and \( \gamma(t; \beta, \gamma) \leq \gamma_1 \leq C_2 < \infty \), for all \( \gamma(t; \beta, \gamma) \in \mathcal{N}(\gamma_0) \). We also assume \( \mu_{\delta} \) is continuous in \( \beta \) and \( \gamma \), and \( \lambda_{\delta}(\beta, \gamma) \) is defined in (24) and (25), and \( \lambda_{\delta}(\beta, \gamma) \) is the functionals to take the maximum and minimum eigenvalues of a matrix. Assume that \( \mu_{\delta}(\beta, \gamma) \in C^{\alpha}_{\delta}([0, 1]) \), and \( 0 < C \leq \lambda_{\min}(\Sigma_Z) \leq \lambda_{\max}(\Sigma_Z) \leq C_1 < \infty \), for all \( \gamma(t; \beta, \gamma) \in \mathcal{N}(\gamma_0) \).

- **Assumption 4.** Let \( \mu_2(t; \beta, \gamma) \) and \( \Sigma_2(\beta, \gamma) \) be defined in (24) and (25), and \( \lambda_{\delta}(\beta, \gamma) \) is the functionals to take the maximum and minimum eigenvalues of a matrix. Assume that \( \mu_2(t; \beta, \gamma) \in C^{\alpha}_{\delta}([0, 1]) \), and \( 0 < C \leq \lambda_{\min}(\Sigma_Z) \leq \lambda_{\max}(\Sigma_Z) \leq C_1 < \infty \), for all \( \gamma(t; \beta, \gamma) \in \mathcal{N}(\gamma_0) \).

- **Assumption 5.** Let \( C > 0 \) be a genuine constant. \( K_1 = C/|D_0| \)
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Web Appendix W. Technical Proofs

W.1 Lemmas

**Lemma 1** Under Assumption 1 and 7, there exist $\gamma^* \in S_{K_1}^{r_1}$ and $R^* \in S_{[2],K_2}^{r_2}$ so that $\|\gamma^* - \gamma\|_\infty = O(K_1^{-r_1})$ and $\|R^* - R_T\|_\infty = O(K_2^{-r_2})$.

**Proof:** The lemma follows directly from Corollary 6.21 and Theorem 12.7 of Schumaker (1981).

**Lemma 2** Let $g\{t,Z(s,t)\}$ be a measurable function with $\sup_t E|g\{t,Z(s,t)\}|^C < \infty$ and $\sup_t E|g\{t,Z(s,t)\}\lambda(s,t)|^C < \infty$ for some $C > 2$. Under the strong mixing condition in Assumption 3, we have the following weak convergence

$$\frac{1}{\sqrt{|D_n|}} \left[ \int_T \int_{D_n} g\{t,Z(s,t)\} dsdt - E \int_T \int_{D_n} g\{t,Z(s,t)\} dsdt \right] \rightarrow \text{Normal}(0,\sigma_g^2),$$

$$\frac{1}{\sqrt{|D_n|}} \left[ \int_T \int_{D_n} g\{t,Z(s,t)\}\{N(ds,dt) - \lambda(s,t)dsdt\} \right] \rightarrow \text{Normal}(0,\sigma_{N,g}^2),$$

where

$$\sigma_g^2 = \lim_{n \rightarrow \infty} |D_n|^{-1} \text{var} \left[ \int_T \int_{D_n} g\{t,Z(s,t)\} dsdt \right]$$

and

$$\sigma_{N,g}^2 = \lim_{n \rightarrow \infty} |D_n|^{-1} \text{var} \left[ \int_T \int_{D_n} g\{t,Z(s,t)\}\{N(ds,dt) - \lambda(s,t)dsdt\} \right].$$
**Proof:** The lemma is proved by applying the central limit theorem for strong mixing random processes (Theorem 3.3.1, Guyon, 1995).

### W.2 Proof of Theorems 1 and 2

By Lemma 1, there exists a spline function $\gamma^*(t) = B^T(t)\nu^*$ so that $\|\gamma^* - \gamma_0\|_\infty = O(K^{-r_1})$. Put $\theta^* = (\beta^T_0, K^{-1/2}_1\nu^*)$.

**Lemma 3** *(Consistency of the estimators)* Under the assumptions in Theorem 1, $\|\hat{\beta} - \beta_0\| = o_p(1)$ and $\|\hat{\gamma} - \gamma_0\|_\infty = o_p(1)$.

**Proof:** It is easy to see that the Poisson likelihood function (9) is convex function of $\theta$, hence there is a unique maximizer $(\hat{\beta}, \hat{\gamma})$. We only need to show that they are in a $o(1)$ neighborhood of $(\beta_0, \gamma_0)$ with a probability approaching 1.

For any $\beta_n \in \mathbb{R}^d$ and $\gamma_n(t) = B^T(t)\nu_n$ with $\|\beta_n\|^2 + \|\gamma_n(t)\|^2 = O(K^{-a})$ such that $1 < a < 1/(2\nu_1)$ where $\nu_1$ is defined in Assumption 5. Define $H(x) = \|D_n\|^{-1}\ell(\beta_0 + x\beta_n, \gamma^* + x\gamma_n)$ for a scalar $x$. We will show that for any $x_0 > 0$, $H'(x_0) < 0$ and $H'(-x_0) > 0$ except on an event with probability tending to 0, which implies $\hat{\beta}$ is between $\beta_0 \pm x_0\beta_n$ and $\hat{\gamma}$ is between $\gamma^* \pm x_0\gamma_n$.

$H'(x) = \frac{1}{|D_n|} \int \int \{Z^T(s, t)\beta_n + \gamma_n(t)\} \left[ N(ds, dt) - \exp\{Z^T(s, t)(\beta_0 + x\beta_n) + (\gamma^* + x\gamma_n)(t)\} ds dt \right].$

By Lemma 2, when $|D_n|$ is large enough,

$$H'(x) = \frac{1}{|D_n|} E \int_T \int_{D_n} \{Z^T(s, t)\beta_n + \gamma_n(t)\} \left[ \exp\{Z^T(s, t)\beta_0 + \gamma_0(t)\} ight. $$

$$- \exp\{Z^T(s, t)(\beta_0 + x\beta_n) + (\gamma^* + x\gamma_n)(t)\}] ds dt + O_p(|D_n|^{-1/2})$$

$$= - \frac{x}{|D_n|} E \left( \int_T \int_{D_n} \{Z^T(s, t)\beta_n + \gamma_n(t)\}^2 + \{Z^T(s, t)\beta_n + \gamma_n(t)\}(\gamma^* - \gamma_0)(t) \right.$$  

$$\times \exp\{Z^T(s, t)\beta_0 + \gamma_0(t)\} ds dt \right) \times \{1 + o(1)\} + O_p(|D_n|^{-1/2})$$

$$\leq - xCK_1^{-a} + O(K_1^{-r_1 - a/2}) + O_p(|D_n|^{-1/2}),$$

which, by Assumption 5, is negative with a probability tending to 1. Similarly, one can show that $H'(-x) > 0$ with a probability tending to 1. Thus, we have shown that $\hat{\beta} - \beta_0 = \ldots$
\( O_p(K^{-\alpha/2}) = o_p(1) \) and \( \|\hat{\gamma} - \gamma^*\| = o_p(K^{-1/2}) \). By Lemma 6.1 of Zhou et al. (1998),

\[
\|\hat{\gamma} - \gamma^*\|^2 \geq c K^{-1} \|\hat{\nu} - \nu^*\|^2,
\]
hence \( \|\hat{\nu} - \nu^*\| = o_p(1) \). By Lemma 7 in Stone (1986), \( \|\hat{\gamma} - \gamma^*\|_{\infty} \leq c K^{-1/2} \|\hat{\gamma} - \gamma^*\| = o_p(1) \).

**Lemma 4** Let \( X(s,t) \) and \( \theta \) be defined as in (11). For \( \theta \in \mathbb{R}^{K_1+p} \) with \( \|\theta - \theta^*\| < C \), define

\[
D_n(\theta) = \frac{1}{|D_n|} \int \int X(s,t) \exp \{X^T(s,t)\theta\} ds dt,
\] (W.1)

then there exist constants \( 0 < c_1 < c_2 < \infty \), which do not depend on \( K_1 \) such that

\[
\{c_1 + o_p(1)\} \leq \lambda_{\min}(D_n) \leq \lambda_{\max}(D_n) \leq \{c_2 + o_p(1)\}. \] (W.2)

As a result, \( \|D_n^{-1}\| = O_p(1) \).

**Proof:** We partition \( D_n(\theta) \) as

\[
D_n(\theta) = \begin{pmatrix}
D_{11} & D_{12} \\
D_{21} & D_{22}
\end{pmatrix},
\] (W.3)

where \( D_{11} = |D_n|^{-1} \int \int Z^{\otimes 2}(s,t) \exp \{X^T(s,t)\theta\} ds dt \) is the upper left \( p \times p \) block of \( D_n \).

We first show that all eigenvalues of \( D_{22} \) are bounded. Define \( q_\theta(t) = E \exp \{X^T(s,t)\theta\} \) and \( q_n(\theta) = |D_n|^{-1} \int D_n \exp \{X^T(s,t)\theta\} ds \). By Lemma 2, \( q_n(\theta) - q_\theta(t) = O_p(|D_n|^{-1/2}) \) and hence \( \|q_n(\theta) - q_\theta\| = O_p(|D_n|^{-1/2}) \). Let \( a \) be any \( K_1 \) dimensional vector and denote \( S(t) = \tilde{B}^T(t)a \), then

\[
a^T D_{22} a = \int_T S^2(t)q_n(\theta) dt = \left\{ \int_T S^2(t)q_\theta(t) dt \right\}\{1 + o_p(1)\}.
\]

By Assumption 3, \( 0 < C_1 \leq \min q_\theta(t) \leq \max q_\theta(t) \leq C_2 < \infty \), hence

\[
C_1 \left\{ \int_T S^2(t) dt \right\}\{1 + o_p(1)\} \leq a^T D_{22} a \leq C_2 \left\{ \int_T S^2(t) dt \right\}\{1 + o_p(1)\}.
\]

By equation (13) in Zhou et al. (1998), \( \tilde{C}_1 \|a\|^2 \leq \int S^2(t) dt \leq \tilde{C}_2 \|a\|^2 \), where \( \tilde{C}_1 > 0 \) and \( \tilde{C}_2 < \infty \) are constants not relying on \( K_1 \). Therefore,

\[
C_1 \tilde{C}_1 \times \{1 + o_p(1)\} \leq (a^T D_{22} a)/\|a\|^2 \leq C_2 \tilde{C}_2 \times \{1 + o_p(1)\},
\] (W.4)
and hence all eigenvalues of $D_{22}$ are bounded by constants.

Define

$$\tilde{D}_n = P^T D_n(\theta) P := \begin{pmatrix} I & -D_{12}D_{22}^{-1} \\ 0 & I \end{pmatrix} D_n(\theta) \begin{pmatrix} I & 0 \\ -D_{22}^{-1}I & I \end{pmatrix} = \begin{pmatrix} \tilde{D}_{11} & 0 \\ 0 & D_{22} \end{pmatrix},$$

where $\tilde{D}_{11} = D_{11} - D_{12}D_{22}^{-1}D_{21}$. Since all eigenvalues of $P$ are equal to 1, eigenvalues of $D_n(\theta)$ are the same as those of $\tilde{D}_n$. To show the lemma, we only need to show that all eigenvalues of $\tilde{D}_{11}$ are bounded by nonzero constants.

Let $\theta_2$ be a subvector of $\theta$ containing the last $K_1$ entries, and $\gamma(t) = \tilde{B}^T(t)\theta_2$. We want to show that $\tilde{\mu}_Z(t; \beta, \gamma) = D_{12}D_{22}^{-1}\tilde{B}(t)$ is a regression spline estimator of $\mu_Z(t; \beta, \gamma)$ defined in Assumption 4. By Assumption 4 and Lemma 1, there exists $\mu_Z(t; \beta, \gamma) = V_Z\tilde{B}(t)$ such that $\|\mu_Z - \mu_{Z,j}(t; \beta, \gamma)\|_\infty = O(K_1^{-r_1})$, where $\mu_{Z,j}(t; \beta, \gamma)$ is the $j$th entry of $\mu_Z(t; \beta, \gamma)$ and $V_Z$ is a $d \times K_1$ matrix of spline coefficients. We have

$$D_{12}D_{22}^{-1} = \left[ \frac{1}{|D_n|} \int \int \{Z(s, t) - \mu_Z(t; \beta, \gamma) + V_Z\tilde{B}(t)\} \tilde{B}(t) \exp\{X^T(s, t)\theta\} ds dt \right] D_{22}^{-1}$$

$$= V_Z + (G_1 + G_2)D_{22}^{-1},$$

where $G_1$ and $G_2$ are $d \times K_1$ matrices with the $(j, \ell)$th entries

$$G_{1,j\ell} = |D_n|^{-1} \int \int \{Z_j(s, t) - \mu_{Z,j}(t; \beta, \gamma)\} \tilde{B}_\ell(t) \exp\{X^T(s, t)\theta\} ds dt$$

$$+ \int \{\mu_{Z,j}(t; \beta, \gamma) - \mu_{Z,j}(t; \beta, \gamma)\} \tilde{B}_\ell(t)\{q_n(t) - q_\theta(t)\} dt$$

and

$$G_{2,j\ell} = \int \{\mu_{Z,j}(t; \beta, \gamma) - \mu_{Z,j}(t; \beta, \gamma)\} \tilde{B}_\ell(t)q_\theta(t) dt.$$

By Lemma 2, $G_{1,j\ell} = O_p(|D_n|^{-1/2})$, and by the definition of $\mu_{Z,j}$ we have $\max_{\ell} |G_{2,j\ell}| = O(K_1^{-r_1})$. Let $G_{1,j,\bullet}$ and $G_{2,j,\bullet}$ be the $j$th row of $G_1$ and $G_2$ respectively.

Therefore

$$\|\tilde{\mu}_{Z,j} - \mu_{Z,j}\|^2 = \| (G_{1,j,\bullet} + G_{2,j,\bullet})^T D_{22}^{-1} \tilde{B} \|^2 \leq C \|D_{22}^{-1}(G_{1,j,\bullet} + G_{2,j,\bullet})\|^2 \leq 2C(\|D_{22}^{-1}G_{1,j,\bullet}\|^2 + \|D_{22}^{-1}G_{2,j,\bullet}\|^2).$$

It is easy to see that $\|D_{22}^{-1}G_{1,j,\bullet}\|^2 \leq \lambda_{\max}^2(D_{22}^{-1})\|G_{1,j,\bullet}\|^2 = O_p(K_1/|D_n|)$. Since the B-splines are compact supported basis functions, it is easy to see that $D_{22}$ is a band matrix and by Theorem 2.2 of Demko (1977), the off-diagonal entries of $D_{22}^{-1}$ decay exponentially. As a
result, \( \|D_{22}^{-1}\|_\infty = O(1) \) and \( \|D_{22}^{-1}G_{2,j}\|^2 \leq \|D_{22}^{-1}\|^2\|G_{2,j}\|^2 = O(K_1^{-2r_1}) \). We have just shown that \( \|\hat{\mu}_Z - \mu_Z(t; \beta, \gamma)\| = O_p\{K_1^{-r_1} + (K_1/|D_n|)^{1/2}\} \).

One can also see that

\[
\mathcal{D}_{11} = D_{11} - (D_{12}D_{22}^{-1})D_{22}(D_{22}^{-1}D_{21})
\]

\[
= \frac{1}{|D_n|} \int \int \{Z(s, t) - \widehat{\mu}_Z^2(t; \beta, \gamma)\}\exp\{X^T(s, t)\theta\} dsdt
\]

\[
= \Sigma Z(\beta, \gamma) + O_p\{K_1^{-r_1} + (K_1/|D_n|)^{1/2}\},
\]

and hence by Assumption 4, all eigenvalues of \( \mathcal{D}_{11} \) are bounded. Inequality (W.2) follows immediately. Finally, \( \|D_{n}^{-1}\| = \lambda_{\text{min}}^{-1}(D_n) = O_p(1) \).

**Proof of Theorem 1:** Let \( X \) and \( \theta \) be defined as above. The estimator \( \hat{\theta} \) satisfies

\[
0 = \frac{\partial}{\partial \theta} \ell(\hat{\theta}) = \int \int X^T(s, t)\left[ N(ds, dt) - \exp\{X^T(s, t)\theta\} dsdt \right].
\]

By Lemma 3, \( \|\hat{\theta} - \theta^*\| = o_p(1) \), we take a Taylor expansion of the equation around \( \theta^* \),

\[
0 = C_n(\theta^*) - D_n(\hat{\theta})(\hat{\theta} - \theta^*), \quad (W.5)
\]

where

\[
C_n(\theta^*) = |D_n|^{-1} \int \int X^T(s, t)[N(ds, dt) - \exp\{X^T(s, t)\theta^*\} dsdt],
\]

\( D_n(\theta) \) is defined in Lemma 4, and \( \hat{\theta} \) is between \( \theta^* \) and \( \theta \). By Lemma 2 and 4, it is easy to see that

\[
\|C_n(\theta^*)\|^2 = K_1 \times O_p(|D_n|^{-1} + K_1^{-2r_1}), \quad \|D_n^{-1}(\theta)\| = O_p(1).
\]

Therefore,

\[
\|\hat{\theta} - \theta^*\| = \|D_n^{-1}(\theta)C_n(\theta^*)\| \leq \|D_n^{-1}(\theta)\||C_n(\theta^*)\| = O_p\{(K_1/|D_n|)^{1/2} + K_1^{-r_1+1/2}\}. \quad (W.7)
\]

The convergence rate of \( \hat{\beta} \) follows directly from (W.7). By equation (13) in Zhou et al. (1998), \( \|\widehat{\gamma} - \gamma_0\| \leq \|\widehat{\gamma} - \gamma^*\| + \|\gamma^* - \gamma_0\| \leq cK_1^{-1/2}\|\nu - \nu^*\| + O(K_1^{-r_1}) \), and the convergence rate of \( \widehat{\gamma} \) follows.
Proof of Theorem 2: Since $\hat{\theta}$ satisfies the score equation (W.5), we have $\hat{\theta} - \theta^* = D_n(\hat{\theta})^{-1}C_n(\theta^*)$. Suppose $D_n(\theta)$ has the partition as in Lemma 4, and partition $C_n(\theta)$ accordingly as $(C^T_{1n}, C^T_{2n})^T(\theta)$. By matrix algebra (Mardia et al., 1979, page 459),

$$D_n^{-1} = \begin{pmatrix} D_{n1}^{11} & D_{n1}^{12} \\ D_{n2}^{11} & D_{n2}^{22} \end{pmatrix},$$

where $D_{n1}^{11} = (D_{11} - D_{12}D_{22}^{-1}D_{21})^{-1}$, $D_{n1}^{12} = -(D_{11} - D_{12}D_{22}^{-1}D_{21})^{-1}D_{12}D_{22}^{-1}$, $D_{n2}^{22} = D_{22} - D_{22}^{-1}D_{21}(D_{11} - D_{12}D_{22}^{-1}D_{21})^{-1}D_{12}D_{22}^{-1}$. Therefore,

$$\hat{\beta} - \beta_0 = D_n^{11}(\theta)C_{1n}(\theta^*) + D_n^{12}(\theta)C_{2n}(\theta^*)$$

$$= (D_{11} - D_{12}D_{22}^{-1}D_{21})^{-1} \times \frac{1}{|D_n|} \int \int \left\{ Z(s, t) - D_{12}D_{22}^{-1}\tilde{B}(t) \right\} \left[ N(ds, dt) - \exp \{X^T(s, t)\theta^* \} ds dt \right].$$

Using the arguments in Lemma 4, we can show that $D_{11} - D_{12}D_{22}^{-1}D_{21} = \Sigma_Z(\beta_0, \gamma_0) + o_p(1)$ and $\tilde{\mu}_Z(t; \beta_0, \gamma^*) = D_{12}D_{22}^{-1}\tilde{B}(t) = \mu_Z(t; \beta_0, \gamma^*) + O_p\{K^{-1}_1 + (K_1/|D_n|)^{1/2}\} = \mu_Z(t; \beta_0, \gamma_0) + O_p\{K^{-1}_1 + (K_1/|D_n|)^{1/2}\}$.

Denote $\lambda_0(s, t) = \exp \{Z^T(s, t)\beta_0 + \gamma_0(t)\}$, then

$$\hat{\beta} - \beta_0 = \frac{1}{|D_n|} \Sigma_{Z0}^{-1} \int \int \left\{ Z(s, t) - \tilde{\mu}_Z(t; \beta_0, \gamma^*) \right\} \Sigma_{XZ}(s, t) ds dt$$

$$+ \int \int \left\{ Z(s, t) - \tilde{\mu}_Z(t; \beta_0, \gamma^*) \right\} (\gamma^* - \gamma_0)(t)\lambda_0(s, t) ds dt] \times \{1 + o_p(1)\}$$

$$= \frac{1}{|D_n|} \Sigma_{Z0}^{-1} \int \int \left\{ Z(s, t) - \mu_Z(t; \beta_0, \gamma_0) \right\} \Sigma_{XZ}(s, t) ds dt + o_p(|D_n|^{-1/2})$$

$$+ O_p\{K^{-1}_1 + (K_1/|D_n|)^{1/2}\}] .$$

By Assumption 4, $K^{-1}_1 \times \{K^{-1}_1 + (K_1/|D_n|)^{1/2}\} = o_p(|D_n|^{-1/2})$, then the asymptotic normality of $\hat{\beta}$ in Theorem 2 follows directly from the central limit theorem in Lemma 2.

By solving the second set of equations in (W.5), we have

$$K_1^{-1/2}(\hat{\nu} - \nu^*) = D_{n1}^{21}(\hat{\theta})C_{1n}(\theta^*) + D_{n1}^{22}(\hat{\theta})C_{2n}(\theta^*)$$

$$= D_{22}^{-1}C_{1n} + D_{22}^{-1}D_{21}(D_{11} - D_{12}D_{22}^{-1}D_{21})^{-1}(C_{1n} - D_{12}D_{22}^{-1}C_{2n})$$

$$= D_{22}^{-1}C_{2n} + D_{22}^{-1}D_{21}(\hat{\beta} - \beta_0).$$

Using the argument as above, we can show that $D_{22}^{-1}D_{21}$ is $K_1^{-1/2}$ times the spline coefficients of $\tilde{\mu}_Z(t; \beta, \gamma)$, and hence $\|D_{22}^{-1}D_{21}\| \leq C\|\mu_Z(t; \beta, \gamma)\|^2 = O_p(1)$. Denote the $j$th entry of $C_{2n}$
as $C_{2n,j}$, then

$$C_{2n,j}(\theta^*) = \frac{K_1^{1/2}}{|D_n|} \int \int B_j(t) \left[ N(ds, dt) - \exp\{X^T(s, t)\theta^*\} ds dt \right]$$

$$= \frac{K_1^{1/2}}{|D_n|} \int \int B_j(t) \mathcal{E}(ds, dt) + \frac{K_1^{1/2}}{|D_n|} \int \int B_j(t)\lambda_0(s, t)(\gamma^* - \gamma_0)(t)ds dt \times \{1 + o_p(1)\}$$

$$= O_p(|D_n|^{-1/2} + K_1^{-r_1-1/2}).$$

Therefore, $\|C_{2n}\|^2 = O_p(K_1/|D_n| + K_1^{-2r_1})$. By (W.4), $\|D_{22}^{-1}\| = O_p(1)$. Hence,

$$K_1^{-1/2}\|\hat{\nu} - \nu^*\| \leq \|D_{22}^{-1}\||\mathcal{C}_{2n}\| + \|D_{22}^{-1}D_{21}\|(\hat{\beta} - \beta_0)\| = O_p(K_1^{1/2}|D_n|^{-1/2} + K_1^{-r_1}),$$

$$\|\hat{\gamma} - \gamma^*\|^2 \leq C K_1^{-1}\|\hat{\nu} - \nu^*\|^2 = O_p(K_1/|D_n| + K_1^{-2r_1}).$$

By the definition of $\gamma^*$, we have $\|\hat{\gamma} - \gamma_0\| = O_p(K_1^{1/2}|D_n|^{-1/2} + K_1^{-r_1}).$

**W.3 Proof for Theorem 3**

Define the process

$$N_\delta(ds, dt_1, dt_2) = N(ds, dt_1) \int_{D_{s,\delta}} I\{(u, t_2) \neq (s, t_1)\} N(du, dt_2),$$

with the intensity function

$$\lambda_\delta(s, t_1, t_2) = \lim_{|ds|, |dt_1||dt_2| \to 0} \frac{E\{N_\delta(ds, dt_1, dt_2)\}}{|ds||dt_1||dt_2|} = \int_{D_{s,\delta}} \lambda_2(s, t_1, du, t_2) = O_p(|D_{s,\delta}|).$$

Letting $\mathcal{E}_\delta(ds, dt_1, dt_2) = |D_{s,\delta}|^{-1/2} \{N_\delta(ds, dt_1, dt_2) - \lambda_\delta(s, t_1, t_2)ds dt_1 dt_2\}$, one can show that

$$\lim_{|ds|, |dt_1||dt_2| \to 0} \frac{E\{\mathcal{E}_\delta(ds, dt_1, dt_2)\}^2}{|ds|^2|dt_1|^2|dt_2|^2} = O(1).$$

It is easy to verify that $\mathcal{E}_\delta$ satisfies the strong mixing condition in $s$ as in Assumption 2.

By Lemma 1, there exists a $R^*(t_1, t_2) = B_{[2]}^T(t_1, t_2)b^*$ such that $\|R^* - R_T\|_\infty = O(K_2^{-r_2})$. It is easy to see that composite likelihood function (14) is convex and the estimating equation (16) has an unique solution. By taking an Taylor’s expansion at $(\beta_0, \gamma_0, b^*)$, (16) can be re-written as

$$0 \approx A - B(\hat{b} - b^*),$$
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where $\mathcal{A} = \mathcal{A}_1 - \mathcal{A}_2 - (\mathcal{A}_3 + \mathcal{A}_4) \times \{1 + o_p(1)\}$,

$$
\begin{align*}
\mathcal{A}_1 &= \frac{1}{|D_n||D_\delta|^{1/2}} \int_{D_n} \int_T \int_T \mathbf{B}_{[2]}(t_1, t_2) \mathcal{E}_\delta(ds, dt_1, dt_2), \\
\mathcal{A}_2 &= \frac{1}{|D_n||D_\delta|} \int_T \int_T \int_{D_n} \int_{D_\delta} \mathbf{B}_{[2]}(t_1, t_2) \lambda_2(s_1, t_1, s_2, t_2) \\
&\quad \times -\lambda(s_1, t_1) \lambda(s_2, t_2) \exp\{R^*(t_1, t_2)\}] ds_2 ds_1 dt_2 dt_1, \\
\mathcal{A}_3 &= \left[ \frac{1}{|D_n||D_\delta|} \int_T \int_T \int_{D_n} \int_{D_\delta} \mathbf{B}_{[2]}(t_1, t_2) \{\mathbf{Z}(s_1, t_1) + \mathbf{Z}(s_2, t_2)\}^T \lambda(s_1, t_1) \lambda(s_2, t_2) \\
&\quad \times \exp\{R^*(t_1, t_2)\}] ds_2 ds_1 dt_2 dt_1, \\
\mathcal{A}_4 &= \left[ \frac{1}{|D_n||D_\delta|} \int_T \int_T \int_{D_n} \int_{D_\delta} \mathbf{B}_{[2]}^2(t_1, t_2) \lambda(s_1, t_1) \lambda(s_2, t_2) \exp\{R^*(t_1, t_2)\}] ds_2 ds_1 dt_2 dt_1, \\
\mathcal{B} &= \frac{1}{|D_n||D_\delta|} \int_T \int_T \int_{D_n} \int_{D_\delta} \mathbf{B}_{[2]}^2(t_1, t_2) \lambda(s_1, t_1) \lambda(s_2, t_2) \exp\{R^*(t_1, t_2)\}] ds_2 ds_1 dt_2 dt_1.
\end{align*}
$$

Note that $\mathcal{A}_1 - \mathcal{A}_4$ are $K_2^2$-dim vectors, and denote the entries corresponding to the spline basis function $B_{i,j'}(t_1, t_2)$ as $A_{i,j'}$, $i = 1, \ldots, 4$, $j, j' = 1, \ldots, K_2$. Since $B_{i,j'}(\cdot, \cdot)$ are bounded functions compact supported on $O(K_2^{-2})$ rectangular region, using similar derivations as in Theorem 1, we can show that

$$
\begin{align*}
A_{1,jj'} &= O_p\{(|D_n||D_\delta|K_2^2)^{-1/2}\}, \quad A_{2,jj'} = O_p\{(|D_n||D_\delta|K_2^{-2})^{-1/2} + K_2^{-2}\} \times O_p(K_2^{-r_2} + \delta), \\
A_{3,jj'} &= O_p\{(|D_n||D_\delta|K_2^2)^{-1/2} + K_2^{-2}\} \times O_p(|D_n|^{-1/2}), \\
A_{4,jj'} &= O_p\{(|D_n||D_\delta|K_2^2)^{-1/2} + K_2^{-2}\} \times O_p\{(K_1^{1/2}|D_n|^{-1/2} + K_1^{-r_1})\}.
\end{align*}
$$

Therefore $\|\mathcal{A}\|^2 = O_p\{(|D_n||D_\delta|)^{-1} + K_2^{-2r_2-2} + K_2^{-2}\delta^2 + K_2^{-2}(K_1/|D_n| + K_1^{-2r_1})\]}.$

Letting $\mathcal{M}(t_1, t_2)$ be as defined in (A.3), we can see that $\mathcal{B} = \int_T \int_T \mathbf{B}_{[2]}^2(t_1, t_2) \exp\{R^*(t_1, t_2)\}] \mathcal{M}(t_1, t_2) dt_1 dt_2$. Using arguments as above we can show that $\mathcal{M}(t_1, t_2) = \mu_{\mathcal{M}}(t_1, t_2) + O_p\{(|D_n||D_\delta|)^{-1/2}\}$. For any vector $\mathbf{b} \in \mathbb{R}^{K_2^2}$, let $S(t_1, t_2) = \mathbf{B}_{[2]}^2(t_1, t_2) \mathbf{b}$. By Assumptions 7 and 8, we can see that with a probability tending to one

$$
C_1 \int_T \int T^2(t_1, t_2) dt_1 dt_2 \leq \mathbf{b}^T \mathbf{B} \mathbf{b} = \int_T \int T^2(t_1, t_2) \exp\{R^*(t_1, t_2)\}] \mathcal{M}(t_1, t_2) dt_1 dt_2 \\
\leq C_2 \int_T \int T^2(t_1, t_2) dt_1 dt_2,
$$
for some $0 < C_1 < C_2 < \infty$. Using the arguments similar to Lemma 3.10 of Stone (1994),
we can show
\[ C_3 K_2^{-2} \| b \|^2 \leq \int \int S^2(t_1, t_2) dt_1 dt_2 \leq C_4 K_2^{-2} \| b \|^2. \]
for some \( 0 < C_3 < C_4 < \infty \). Therefore, \( C_1 C_3 K_2^{-2} \leq \lambda_{\min}(\mathcal{B}) \leq b^T \mathcal{B} b / \| b \|^2 \leq \lambda_{\max}(\mathcal{B}) \leq C_2 C_4 K_2^{-2} \), and
\[ \| \hat{b} - \hat{b}^* \| = \| \mathcal{B}^{-1} A \| \leq \lambda_{\min}^{-1}(\mathcal{B}) \| A \| = O_p(K_2^2 \| A \|). \]

Finally,
\[ \| \hat{R}_T - R^* \|^2 = O_p(K_2^{-2} \| \hat{b} - \hat{b}^* \|^2) = O_p(K_2^2 \| A \|^2) = O_p[K_2^2(|D_n||D_\delta|)^{-1} + K_2^{-2r_2} + \delta^2 + K_1/|D_n| + K_1^{-2r_1}]. \]

Theorem 3 follows directly from the fact that \( \| R^* - R_{T0} \|_\infty = O(K_2^{-r_2}) \).

W.4 Variance estimation for the mean estimators

The most important inference problem that we need to address is about the standard errors in \( \hat{\beta} \) and \( \hat{\gamma}(t) \). Since the coefficient vector \( \theta \) is estimated by solving the estimating equation (11), the covariance matrix of \( \hat{\theta} \) can be estimated by a sandwich formula. By the theoretical derivations in Theorem 2, \( (\hat{\theta} - \theta^*) \approx D_n^{-1}(\theta^*)C_n(\theta^*) \), where \( D_n \) and \( C_n \) are defined in (W.1) and (W.6). It is easy to see that the asymptotic covariance matrix of \( |D_n|^{1/2}(\hat{\theta} - \theta^*) \) is
\[ \Omega_\theta = D_n^{-1}(\theta^*)O_C D_n^{-1}(\theta^*), \quad \text{where } O_C = |D_n| \times \text{cov}\{C_n(\theta^*)\}. \]

By straightforward calculations,
\[ |D_n| \times O_C = \int_{D_n} \int_T X^\otimes 2(s, t) \lambda(s, t) dt ds + \int_{D_n} \int_T \int_{D_n} \int_T K(s_1, t_1) K^T(s_2, t_2) \times \{ \lambda_2(s_1, s_2, t_1, t_2) - \lambda(s_1, t_1) \lambda(s_2, t_2) \} dt_2 ds_2 dt_1 ds_1, \]
where \( X(s, t) \) is defined in (11). Suppose that there exists a distance \( d^* \) so that
\[ \lambda_2(s_1, s_2, t_1, t_2) = \lambda(s_1, t_1) \lambda(s_2, t_2) \text{ when } \| s_1 - s_2 \| > d^*. \]  
(W.8)

Then, the covariance matrix above can be re-written as
\[ |D_n| \times O_C = \int_{D_n} \int_T X^\otimes 2(s, t) \lambda(s, t) dt ds + \int_{D_n} \int_T \int_{|s_2 - s_1| \leq d^*} \int_T K(s_1, t_1) K^T(s_2, t_2) \times \{ \lambda_2(s_1, s_2, t_1, t_2) - \lambda(s_1, t_1) \lambda(s_2, t_2) \} dt_2 ds_2 dt_1 ds_1. \]
We can estimate $\mathcal{D}_n$ and $\Omega_C$ consistently by

\[
\hat{D}_n = \frac{1}{|D_n|} \int_T \int_{D_n} X^2(s, t) \exp\{X^T(s, t)\tilde{\theta}\} dsdt,
\]

\[
\hat{\Omega}_C = \frac{1}{|D_n|} \left[ \int_T \int_{D_n} \int_{D_n} X(s_1, t_1)X(s_2, t_2)I(||s_1 - s_2|| \leq d^*) \times \{N_2(ds_1, ds_2, dt_1, dt_2) - \lambda(s_1, t_1)\lambda(s_2, t_2)ds_1 ds_2 dt_1 dt_2 \} \right.
\]

\[
+ \int_T \int_{D_n} X^2(s, t)\tilde{\lambda}(s, t) dsdt \right],
\]

where $N_2(ds_1, ds_2, dt_1, dt_2) = I\{(s_1, t_1) \neq (s_2, t_2)\}N(ds_1, dt_1)N(ds_2, dt_2)$. Heinrich and Prokešová (2010) established consistency of $\hat{\Omega}_C$ when (W.8) is only approximately true by letting $d^* \to \infty$ as $n$ increases in the stationary case. Their argument can be generalized to the current setting. In practice, one can check plot of the empirical pair correlation function to get an estimate of $d^*$.

We estimate $\Omega_\theta$ by $\tilde{\Omega}_\theta = \hat{D}_n^{-1}\hat{\Omega}_C\hat{D}_n^{-1}$, and partition the covariance matrix into $2 \times 2$ blocks according to the partition of $\theta$. Then

\[
\hat{\text{cov}}(\hat{\beta}) = |D_n|^{-1} \times \hat{\Omega}_{\theta,11},
\]

\[
\hat{\text{var}}\{\hat{\gamma}(t)\} = |D_n|^{-1} \times \tilde{B}^T(t)\tilde{\Omega}_{\theta,22}\tilde{B}(t),
\]

where $\hat{\Omega}_{\theta,11}$ and $\hat{\Omega}_{\theta,22}$ are the blocks in $\hat{\Omega}_\theta$ corresponding to $\theta_1$ and $\theta_2$, respectively.

### W.5 Model and tuning parameter selection

To apply the proposed model, there are a number of important model selection issues that need to be addressed, such as choosing the numbers of knots in $\hat{\gamma}(t)$ and $\hat{R}_T(t_1, t_2)$, the tuning parameter $\delta$ for the composite likelihood in Section 3.2, as well as choosing the number of principal components, $p$.

#### W.5.1 Selecting $K_1$

We first address the tuning parameter selection problem in estimating $\gamma(t)$. In the spline smoothing literature, the number of knots are usually chosen by minimizing some information criterion. Some theoretical justification for the use of Bayesian information criterion (BIC) was provided by Huang and Yang (2004). However, we propose to choose $K_1$ by an Akaike
information criterion (AIC) criterion for two reasons. First, the BIC uses the logarithm of
the sample size, which is hard to decide in our situation because the data are correlated.
Second, since the estimator \( \hat{\gamma} \) is used for estimation of \( R_T(\cdot, \cdot) \), undersmoothing is usually
recommended in this situation to avoid introducing too much bias into \( \hat{R}_T \), and AIC in
general tends to choose a larger number of knots than BIC. The proposed AIC is

\[
\text{AIC}_\gamma(K_1) = -2\ell\{\hat{\beta}, B^T(t)\hat{\nu}\} + 2K_1,
\]

(W.9)

where \( \ell(\cdot) \) is the Poisson maximum likelihood function (9).

W.5.2 Selecting \( \delta \) and \( K_2 \) for the composite likelihood

To choose \( \delta \), it is natural to consider cross-validation using the composite likelihood (14)
as the loss function. However, as \( \delta \) becomes smaller, we consider smaller neighborhoods,
fewer number of pairs of events, and thus smaller composite likelihood values. To make the
composite likelihood function comparable under different \( \delta \), we need to consider a standard
version of it.

By similar arguments used in our proof of Theorem 3, we can show that there exist a
limiting function \( \mathcal{L}_c(\beta, \gamma, R_T) \) so that

\[
\mathcal{L}_c(\beta, \gamma, R_T) = \lim_{n \to \infty} \lim_{\delta \to 0} \ell_c(\beta, \gamma, R_T)/(|D_n||D_\delta|),
\]

where \( |D_\delta| \) is the area of a local neighborhood with radius \( \delta \). Here, \( \mathcal{L}_c \) is the expected
composite likelihood functions that we are trying to maximize. Therefore, we propose a
\( m \)-fold cross-validation procedure using an empirical version of \( \mathcal{L}_c \) as the loss function.

We first partition the spatial domain \( D \) into \( m \) non-overlapping regions with similar size
and shape, denoted as \( \{D_1, \ldots, D_m\} \). Let \( \ell_{c,k} \) be the composite likelihood based on pairs of
events within \( D_k \), \( \tilde{\mathcal{L}}_{c,k} = \ell_{c,k}/(|D_k||D_\delta|) \), and let \( \tilde{R}_{T,\delta,K_2}^{(-k)} \) be the spline covariance estimator
with tuning parameters \( (\delta, K_2) \) using data in \( D \setminus D_k \) only. Define

\[
CV(\delta, K_2) = \frac{1}{m} \sum_{k=1}^{m} \tilde{\mathcal{L}}_{c,k}(\hat{\beta}, \hat{\gamma}, \tilde{R}_{T,\delta,K_2}^{(-k)}),
\]

where \( \hat{\beta} \) and \( \hat{\gamma} \) are the mean estimators using the Poisson likelihood. We choose \( \delta \) and \( K_2 \) as
the minimizer of the cross-validation function, which can be obtained by a two dimensional
grid search.
W.5.3 Choosing the numbers of principal components

In FPCA literature, the number of principal components are chosen by various information criteria. See Yao et al. (2005) and Hall et al. (2008) for comprehensive accounts of these methodologies. Under the model with $p$ principal components, we can reconstruct the covariance function $\tilde{R}_T$ as

$$\tilde{R}_{[p]}(t_1, t_2) = \sum_{j=1}^{p} \hat{\omega}_j \hat{\psi}_j(t_1) \hat{\psi}_j(t_2),$$  

(W.10)

where $\hat{\omega}_j$ and $\hat{\psi}_j$ are defined in (17) and (18). Under this reconstruction, $R_T(\cdot, \cdot)$ is modeled by $p(K_2 + 1)$ parameters, which include the $p$ eigenvalues and $K_2$ spline coefficients for each eigenfunction. However, the eigenfunctions need to have unit norms and be orthogonal to each other. After adjusting for these constraints, the total number of parameters is $p(2K_2 - p + 1)/2$. We propose the second AIC criterion as

$$\text{AIC}_R(p) = -2\ell_c(\hat{\beta}, \hat{\gamma}, \tilde{R}_{[p]}) + p(2K_2 - p + 1),$$  

(W.11)

where $\tilde{R}_{[p]}$ is the adjusted covariance function defined in (W.10) and $\ell_c$ is the composite likelihood function in (14).

Note that $\hat{R}_T(\cdot, \cdot)$ is not guaranteed to be positive definite. Let $\tilde{p}_{\text{max}}$ be the maximum order $j$ such that $\hat{\omega}_j > 0$. We choose $p$ by minimizing AIC in the range $[0, \tilde{p}_{\text{max}}]$, where $p = 0$ means $R_T \equiv 0$ and hence $X(s, t) = \mu(t) = \gamma(t)$ for any $s$.

W.6 Additional plots

The results of spatial prediction in a typical simulation is presented in Figure W.1. The data were simulated as in Section 5 of the paper. We partition the spatial region into $25 \times 25 = 625$ regular cells. On average, there are about 3 events in each cell. The plots in the left column of Figure W.1 are the image of the true latent processes, where the color illustrates the value of the random fields. The plots in the right column of Figure W.1 are the predicted random fields. Because the empirical Bayes predictor has a shrinkage effect on the estimated values, the predicted random fields have less variation than the original ones. Nevertheless, most hot and cold spots in $\xi_1(s)$ and $\xi_2(s)$ are recovered in the predictions.
W.7 Model checking for the CTR data

To check the model fitting for the CTR pancreatic cancer data, we first run a residual analysis. We partition the whole spatial region $W$ into small non-overlapping blocks $D_k$, $k = 1, \ldots, M$, so that $W = \bigcup_{k=1}^{M} D_k$. Natural choices for this partition are the census tracts or the census block groups. We now define the residuals as

$$ R_k = \sum_{(s,t) \in N \cap D_k \cap T} 1 - \int_{D_k} \int_{T} \lambda(s, t) ds dt, $$

where $\lambda(s, t)$ is the intensity function from the proposed model (5). When the blocks are small, the variance of the residuals can be approximated by

$$ \text{var}(R_k) \approx \int_{D_k} \int_{T} \lambda(s, t) ds dt + \int_{D_k} \int_{D_k} \int_{T} \int_{T} \{ \lambda_2(s_1, s_2, t_1, t_2) - \lambda(s_1, t_1) \lambda(s_2, t_2) \} dt_1 dt_2 ds_1 ds_2. $$

We estimate the standard deviation of the residuals using the formula above with estimated intensity functions $\lambda$ and $\lambda_2$. In panel (a) of Figure W.2, we plot the standardized residuals versus SES score at the block group level. As we can see, the residuals scatter about the 0 horizontal line without any clear pattern. Among the 2616 block groups, only about 2% of the standardized residuals have absolute values greater than 2. This plot indicates that the proposed model for the first order intensity (5) fits the data quite well.

We also check the model fitting using the $K$ function. The estimated $K$ function is defined as

$$ \hat{K}(r) = \sum_{(s_1,t_1) \in N \cap W} \sum_{(s_2,t_2) \in N \cap W} \frac{I(||s_1 - s_2|| \leq r)}{\lambda(s_1, t_1) \lambda(s_2, t_2)}, \quad (W.12) $$

while the theoretical $K$ function under the model (6) is defined as

$$ K(r) = \int_{D} \int_{D} \int_{T} \int_{T} \frac{\lambda_2(s_1, s_2, t_1, t_2) I(||s_1 - s_2|| \leq r)}{\lambda(s_1, t_1) \lambda(s_2, t_2)} dt_1 dt_2 ds_1 ds_2. \quad (W.13) $$

In panel (b) of Figure W.2, the solid curve is $K(r)$ under the proposed model with estimated parameters, and the dash curve is $\hat{K}(r)$ which does not rely on the assumptions on the latent process $X(s,t)$. The two curves being almost identical indicates that our model on the second order intensity also fits the data well.

The Associate Editor raised a good point that if the data are non-stationary, the eigenfunctions might depend on the spatial location. To check our second-order intensity
Reweighted stationary assumption, we divide the state of Connecticut into the southern and northern halves, and compare the estimates obtained from different halves of the state. The reason for this partition is that the southern half of Connecticut is along the coast while the northern half is not. If there is any spatial non-stationarity in the data, the southern half is more likely to be different from the northern half. Our AIC criterion picks two principal components for both halves of the state, indicating that there is no evidence of non-stationarity in terms of the number of principal components. In panels (c) and (d) of Figure W.2, we compare the estimated eigenfunctions using the whole state (the solid curves), southern half of the state (dash curves) and northern half (dotted curves). As we can see, the three estimates for $\psi_1(t)$ are almost identical. The three estimates for $\psi_2(t)$ are slightly different, but the overall increasing trend in these functions is consistent. Since the variance of the second principal component $\omega_2$ is much smaller than that of the first component, the signals in $\xi_2(\cdot)$ is much weaker than $\xi_1(\cdot)$, it is expected that the estimate for $\psi_2(t)$ is more variable. These plots, together with the $K$ function plot, indicate that there is no clear violation of the stationary assumptions and our model fits the data quite well.
Figure W.1: Spatial prediction in a typical run of the simulation study. The plots in the first column are heat maps of the latent random fields $\xi_1(s)$ and $\xi_2(s)$ respectively. The plots in the second column are the predicted random fields $\hat{\xi}_1(s)$ and $\hat{\xi}_2(s)$ respectively.
Figure W.2: Model diagnostic for the CTR pancreatic cancer data. Panel (a) is the scatter-plot of the standardized residual verses SES score at the blog group level. In panel (b), the solid curve is the theoretical $K$ function under the proposed model with estimated parameters (functions), and the dash curve is the estimated $K$ function without a model assumption. In panels (c) and (d), the solid curve is the estimated eigenfunction using the whole spatial region, the dash and dotted curves are the estimates using the data from southern and northern part of the state respectively.