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Abstract

We propose new methods for evaluating predictive densities that focus on the models’ actual predictive ability in finite samples. The tests offer a simple way of evaluating the correct specification of predictive densities, either parametric or non-parametric. The results indicate that our tests are well sized and have good power in detecting mis-specification in predictive densities. An empirical application to the Survey of Professional Forecasters and a baseline Dynamic Stochastic General Equilibrium model shows the usefulness of our methodology.
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1 Introduction

Policy institutions are becoming interested in complementing point forecasts with an accurate description of uncertainty. For instance, they are interested not only in knowing whether inflation is below its target, but also in understanding whether the realized inflation rate was forecasted to be a low probability event ex-ante. In fact, if researchers underestimate the uncertainty around point forecasts, it is possible that an event with a fairly high likelihood of occurrence is forecasted to be a very low probability event. An accurate description of uncertainty is therefore important in the decision making process of economic agents and policymakers. The objective of this paper is to provide reliable tools for evaluating whether the uncertainty around point forecasts is correctly specified.

Many central banks periodically report fan charts to evaluate and communicate the uncertainty around point forecasts (e.g., see the Bank of England 2013 Inflation Report Fan Charts or the Economic Bulletin by the Bank of Italy, 2012, p. 45). Fan charts provide percentiles of the forecast distribution for variables of interest. Typically, central banks’ fan charts are the result of convoluted methodologies that involve a variety of models and subjective assessments, although fan charts can be based on specific models as well. Figure 1 plots fan charts for US output growth (left panel) and the Federal Funds rate (right panel) based on a representative Dynamic Stochastic General Equilibrium (DSGE) model widely used in academia and policymaking (discussed in detail later on). The fan charts display DSGE-based forecasts made in 2000:IV for the next four quarters. The shaded areas in the figures depict the deciles of the forecast distribution and provide a visual impression of the uncertainty around the point forecasts (in this case, the median, marked by a dashed line). Over the four quarterly horizons, uncertainty about output growth and interest rate forecasts has a very different pattern: the uncertainty surrounding output growth forecasts is constant across horizons, while for interest rates it depends on the horizon. The dark line in the figures plots the actual realized value of the target variable. Clearly, forecasts of interest rates were very imprecise (the realization is outside every forecast decile except for one-quarter-ahead horizon), whereas the DSGE model predicts output growth more accurately. In order to evaluate the DSGE-based forecast distributions, it is important to understand whether it is the description of uncertainty that was inaccurate or the realized values were indeed low probability events.

Methodologies that are currently available to evaluate the correct specification of predictive densities focus on a null hypothesis defined in terms of the model’s population parameters, and not their actual estimates in finite samples. The latter, however, is what eventually matters for judging models’ forecasting ability, as a smaller, mis-specified model may forecast better than a larger one because it estimates fewer parameters. This paper derives new tools to evaluate whether predictive densities are correctly specified by focusing on evaluating their actual forecasting ability in the finite samples typically available to researchers. In addition, the tests can be used to make inference on non-parametric predictive densities.

The advantage of this approach relative to the existing literature (e.g., reviewed in Corradi and Swanson, 2006b) is that it allows the researcher to evaluate whether the density forecast is correctly specified at the actual parameter estimates. In contrast, most of the literature focuses on testing the correct specification of predictive densities evaluated at the pseudo-true parameter values, which may not be representative of the models’ actual forecasting ability in finite samples. We propose an approach where parameter estimation error is maintained under the null hypothesis, as in Amisano and Giacomini (2007). Maintaining parameter estimation error under the null hypothesis has two advantages: (i) there is no need to correct the test statistics for parameter estimation error, since that is maintained under the null hypothesis; and (ii) the asymptotic distribution of the test statistics at the one-step-ahead horizon is nuisance parameter free and the critical values can be tabulated when the model is dynamically correctly specified. However, our approach is very different from Amisano and Giacomini (2007): the latter focus on model selection by comparing the relative performance of competing models’ predictive densities, whereas we focus on evaluating the absolute performance of a model’s predictive density. We derive our tests within a class of Kolmogorov-Smirnov and Cramér-von Mises-type tests commonly used in the literature and show that all our proposed tests have good size properties in small samples.

When mis-specification of the predictive density is detected, an important step is to understand the source of the mis-specification, that is whether the null hypothesis is rejected due to the lack of uniformity or independence. Lack of uniformity implies an incorrect unconditional probability (on average) that the actual realizations of the target variable match the model’s predictive density. Lack of independence refers to a situation where, even if on average realizations are compatible with the model’s predictive density (i.e., the unconditional probability is correct), the pattern of the rejections is non-random. To uncover the source of the mis-specification, we: (i) propose new tests of uniformity robust to violations
of independence; (ii) discuss some tests of serial correlation robust to violations of uniformity that are available in the literature and could be used. The tests can be applied to either one-step-ahead or multiple-step-ahead predictive densities.

Our paper is related to a series of contributions which test whether observed forecasts could have been generated by a given theoretical model’s distribution. Diebold et al. (1998, 1999) introduced the probability integral transform (PIT) as a tool to test whether the empirical predictive distribution of surveys or empirical models matches the true, unobserved distribution that generates the data. Their approach tests for properties of the PITs, such as independence and uniformity, by treating the forecasts as primitive data, that is without correcting for estimation uncertainty associated with those forecasts. Additional approaches proposed in the literature for assessing the correct calibration of predictive densities are the non-parametric approach by Hong and Li (2005) and the bootstrap introduced by Corradi and Swanson (2006 a,b,c). The null hypothesis in Hong and Li (2005) and Corradi and Swanson (2006 a,b,c) is that of correct specification of the density forecast at the pseudo-true (limiting) parameter values. Although this framework enables predictive density evaluation when the models are dynamically mis-specified, it does not necessarily capture the actual measure of predictive ability that researchers are interested in, as in small samples the pseudo-true parameter values may not be representative of the actual marginal predictive ability of the regressors. In the approach we propose, the main test statistic is the same as Corradi and Swanson’s (2006a) one, although the null hypothesis is very different: it targets evaluating density forecasts at the estimated parameter values (as opposed to their population values).

We provide empirical applications of our proposed tests to the density forecasts in the Survey of Professional Forecasters (SPF) as well as those produced by a baseline DSGE model. Note that the SPF is a particularly suitable application to demonstrate the usefulness of our methodologies, since it involves a situation where the models are unknown to practitioners, and thus it is impossible to specifically account for parameter estimation uncertainty. Our test uncovers that SPF density forecasts of both output growth and inflation are mis-specified. We find that DSGE model-based predictive densities of output growth, hours, inflation, consumption and the interest rate are also mis-specified.

The remainder of the paper is organized as follows. Section 2 introduces the notation and

---

2 Corradi and Swanson (2006 a,c) discuss methods for in-sample evaluation of predictive densities, while Corradi and Swanson (2006b) generalize the tests to be applicable in out-of-sample. See also Bontemps and Meddahi (2012) for in-sample tests of distributional assumptions.
definitions. Section 3 presents results for tests of correct specification of density forecasts robust to dynamic mis-specification and Section 4 discusses issues related to the practical applicability of our test. In Section 5, we provide Monte Carlo evidence on the performance of our tests in small samples. Section 6 analyzes the empirical applications to SPF and DSGE density forecasts and Section 7 concludes.

2 Notation and Definitions

We first introduce the notation and discuss the assumptions about the data, the models and the estimation procedure. We are interested in the true but unknown $h$-step-ahead conditional predictive densities for the scalar variable $y_{t+h}$ denoted by $\phi_0(\cdot)$.$^3$

We assume that the researcher has divided the available sample of size $T + h$ into an in-sample portion of size $R$ and an out-of-sample portion of size $P$, and obtained a sequence of $h$-step-ahead out-of-sample density forecasts, such that $R + P - 1 + h = T + h$ and $h < \infty$. Let $F_t$ denote the true information set available at time $t$ (i.e. from 1 to $t$); the researcher, however, observes a subset of the information set: $\mathcal{F}_t$, where $\mathcal{F}_t \subseteq F_t$. We also let $\mathcal{F}_{t-R+1}$ and $\mathcal{F}_{t-R+1}^t$ denote the corresponding truncated information sets based on information available between time $(t - R + 1)$ and time $t$.

Let the sequence of $P$ out-of-sample estimates of conditional predictive densities evaluated at the ex-post realizations be denoted by $\{\phi_{t+h}\left(y_{t+h}|\mathcal{F}_{t-R+1}\right)\}_{t=R}^T$. The dependence on the information set is a result of the assumptions we impose on the in-sample parameter estimates, $\hat{\theta}_{t,R}$. We require the parameters to be either re-estimated at each $t = R, ..., T$ over a window of $R$ data including data indexed $t - R + 1, ..., t$ (rolling scheme) or be estimated only once using a sample including data indexed $1, ..., R$ (fixed scheme). In this paper we are concerned with direct multi-step forecasting, where the predictors are lagged $h$ periods. In addition to being parametric (such as a normal distribution), the distribution $\phi_{t+h}(\cdot)$ can also be non-parametric (as in one of the empirical applications in this paper).

Consider the probability integral transform (PIT), which is the cumulative density function (CDF) corresponding to $\phi_{t+h}(\cdot)$ evaluated at the realized value $y_{t+h}$:

$$z_{t+h} = \int_{-\infty}^{y_{t+h}} \phi_{t+h}(u|\mathcal{F}_{t-R+1}) \, du = \Phi_{t+h}(y_{t+h}|\mathcal{F}_{t-R+1}).$$

---

$^3$The true conditional forecast density may depend on the forecast horizon. To simplify notation, we omit this dependence without loss of generality given that the forecast horizon is fixed. Furthermore, we use the symbols $\phi_0(\cdot)$ and $\phi_t(\cdot)$ to denote generic distributions and not necessarily a normal distribution.
Let
\[ \xi_{t+h} \equiv \left( 1 \{ \Phi_{t+h} (y_{t+h} | \mathcal{F}_{t-R+1}^t) \leq r \} - r \right), \]
where \( 1 \{ . \} \) is the indicator function and \( r \in [0, 1] \). Consider \( \Psi (r) = \Pr \{ z_{t+h} \leq r \} - r \) and its out-of-sample counterpart:
\[ \Psi_P (r) \equiv P^{-1/2} \sum_{t=R}^{T} \xi_{t+h}. \]  
(1)

Let us also denote the empirical probability distribution function of the PIT by
\[ \varphi_P (r) \equiv P^{-1} \sum_{t=R}^{T} 1 \{ \Phi_{t+h} (y_{t+h} | \mathcal{F}_t) \leq r \}. \]  
(2)

### 3 Asymptotic Tests of Specification

This section presents results for the case of one-step-ahead forecasts when the densities are dynamically correctly specified; we then generalize the tests to the presence of mis-specification and serial correlation. The generalized case could also apply to the \( h > 1 \) step-ahead forecasts. All the proofs are relegated to the Appendix A. The tests we propose have an asymptotic distribution that is free of nuisance parameters in the one-step-ahead forecast case when the models are dynamically correctly specified. In this case the critical values can be tabulated. We also discuss tests that are valid for multi-step-ahead forecasts and in the presence of dynamic mis-specification. Both of these cases introduce serial correlation in the dynamics of the PITs.

In order to maintain parameter estimation error under the null hypothesis, we state our null hypothesis in terms of a truncated information set, which expresses the dependence of the predictive density on estimated parameter values (as in Amisano and Giacomini, 2007). We focus on testing \( \phi_{t+h} (y_{t+h} | \mathcal{F}_{t-R+1}^t) = \phi_0 (y_{t+h} | \mathcal{F}_t) \), that is:
\[ H_0 : \Phi_{t+h} (y_{t+h} | \mathcal{F}_{t-R+1}^t) = \Phi_0 (y_{t+h} | \mathcal{F}_t), \]  
(3)

where \( \Phi_0 (y_{t+h} | \mathcal{F}_t) \equiv \Pr (y_{t+h} \leq y | \mathcal{F}_t) \) denotes the distribution specified under the null hypothesis. The alternative hypothesis, \( H_A \), is the negation of \( H_0 \).

We are interested in the test statistics:
\[ \kappa_P^{CS} = \sup_{r \in [0,1]} \Psi_P (r)^2, \]  
(4)
\[ C_P^{CS} = \int_0^1 \Psi_P (r)^2 \, dr. \]  
(5)
Note that the $\kappa_{PS}^C$ test statistic is basically the same as the $V_{1T}$ test statistic considered by Corradi and Swanson (2006a) when applied to predictive densities (the latter consider the absolute value of $\Psi_P(r)$, we consider its square). Note, however, that we derive the asymptotic distribution of the test statistic under a different null hypothesis. Corradi and Swanson (2006a) focus on the null hypothesis: $H_0^C: \Phi_{t+h}(y_{t+h}|\Theta_t) = \Phi_0(y_{t+h}|\Theta_t, \theta^1)$ for some $\theta^1 \in \Theta$, where $\Theta$ is the parameter space. That is, Corradi and Swanson (2006a) test the hypothesis of correct specification of the predictive density at the pseudo-true parameter value. Thus, the limiting distribution of their test reflects parameter estimation error and, therefore, is not nuisance parameter free. In addition, they allow for dynamic mis-specification under the null hypothesis. This allows them to obtain asymptotically valid critical values even when the information set may not contain all the relevant past history. Dynamic mis-specification also affects the limiting distribution of their test statistic by contributing additional nuisance parameters.

Under our null hypothesis in eq. (3) instead, the limiting distribution of the test statistic is nuisance parameter free when the model is dynamically correctly specified. The reason is that we maintain parameter estimation error under the null hypothesis, which implies that the asymptotic distribution of the test does not require a delta-method approximation around the pseudo-true parameter value.

To clarify our null hypothesis and understand how it differs from the null hypothesis considered in traditional tests, we provide a couple of examples.

**Example 1:** As a simple example, consider the case where the true data are generated by $y_t = \theta + \eta_t$ where $\theta = 1$ (without loss of generality), and $\eta_t \sim iid \ N(0,1)$, where iid denotes independent and identically distributed. The (conditional) distribution of $y_t$ is normal, with mean 1 and variance 1.

Suppose the forecaster uses the correctly specified model and estimates the parameter $\hat{\theta}_{t,R}$ using a window of size $R = 2$ while $\sigma^2$ is the in-sample variance of the errors, which is assumed to be known. Then,

$$\hat{\theta}_{t,2} = \frac{1}{2}(y_t + y_{t-1})$$

and the predictive density used by the forecaster is

$$\phi_{t+1}(u|\Theta_{t-R+1}) = (2\pi \sigma^2)^{-1/2} \exp \left(-\frac{1}{2} \left(\frac{u - \frac{1}{2}(y_t + y_{t-1})}{\sigma^2}\right)^2\right).$$

Note that the resulting predictive distribution is different from the distribution of the true data generating process, since one would never consistently estimate the unknown parameter
with only two observations. However, our objective is to test whether the distribution is correctly specified given the forecasting model and its estimation technique, not to test the correct specification relative to the true data generating process. In other words, we are not interested in the distribution of \( y_{t+1} \) given the true parameter value (even when we are using the true model for forecasting), which is \( N(1,1) \). Rather, we are interested in testing whether the forecasts, conditional on the forecasting information set, are normally distributed. That is, whether \( \phi_{t+1}(u|\mathcal{F}_t) \) is normally distributed with the mean and the variance specified above. Since \( \phi_0(u|\mathcal{F}_t) = N(1,1) \) and \( \phi_{t+1}(u|\mathcal{F}_t^R) = N \left( \frac{1}{2}(y_t + y_{t-1}), \sigma^2 \right) \neq \phi_0(u|\mathcal{F}_t) \), the null hypothesis typically considered in the literature (e.g. Corradi and Swanson, 2006b) does hold, although our null hypothesis does not hold.

Conversely, let the true data generating process be \( y_{t+1} = \frac{1}{2}(y_t + y_{t-1}) + \eta_t \), with a conditional distribution of \( \phi_0(u|\mathcal{F}_t) = N \left( \frac{1}{2}(y_t + y_{t-1}), \sigma^2 \right) \). Yet the researcher obtains its forecasts using a mis-specified model with a constant and \( R = 2 \). Note that, in this case, \( \mathcal{F}_t^R = \mathcal{F}_t \). Then, \( \phi_{t+1}(u|\mathcal{F}_t^R) = \exp \left( -\frac{1}{2} \left( \frac{u-\frac{1}{2}(y_t + y_{t-1})}{\sigma^2} \right)^2 \right) \), which is the same distribution as the one generating the data, \( \phi_0(u|\mathcal{F}_t) \), and our null hypothesis holds notwithstanding the fact that the researcher is estimating a mis-specified model.

Therefore, the null hypothesis in eq. (3) does not test the correct specification of the forecast model evaluated at the true parameter values relative to the true data generating process; rather, the null hypothesis in eq. (3) tests the correct specification of the forecast model evaluated at the parameter values obtained conditional on the estimation procedure. We argue that the latter is the appropriate approach to evaluate the correct specification of density forecasts.

While the example is provided to help with intuition and thus is very simple, it might be unrealistic. Note, however, that the same broad conclusions would hold in more general cases; for instance, when estimating the rolling parameters with weighted averages, where \( \theta_{t,R} = \sum_{j=t-R+1}^{t} \omega_j y_j \) rather than the simple case in eq. (6). Note also that the example can be generalized to a wider set of models other than the one with only a constant. In the case of a simple autoregressive (AR) model of order 1, the conditional mean at time \( t \) is:

\[
\left( \sum_{j=t-R+1}^{t} y_j^2 \right)^{-1} \left( \sum_{j=t-R+1}^{t} y_{j-1} y_j \right) y_t.
\]

The methodology requires only that the conditional mean be estimated based on a finite number of observations.\(^4\)

\(^4\)The results in this paper also carry over to the fixed-estimation scheme, where the conditioning information set is \( \mathcal{F}_t^R \), or to any other information set based on a bounded number of observations \( R \), provided \( R \) is finite.
Example 2: Suppose the true data generating process is: \( y_t = \alpha + x_t + \varepsilon_t \) where \( x_t \sim iid \chi_1^2 \) and \( \varepsilon_t \sim iid N(0, 1) \). Let the researcher estimate the mis-specified model that has only a constant (and does not include \( x_t \)). Thus, the (conditional) mean for \( y_{t+1} \) estimated at time \( t \) is: \( \hat{\theta}_{t,R} = \frac{1}{R} \sum_{j=t-R+1}^{t} y_j = \alpha + \frac{1}{R} \sum_{j=t-R+1}^{t} x_j + \frac{1}{R} \sum_{j=t-R+1}^{t} \varepsilon_j \). The goal of the researcher is to test whether the forecast distribution is normally distributed. Note that the forecast will not be normally distributed (due to the mis-specification, the forecast distribution \( \phi_{t+1} (u | \mathcal{Y}_{t-R+1}^t) \) will be a mixture of normals and chi-squares) and thus the null hypothesis does not hold even if the true data generating process is normally distributed. Again, the reason is that our focus is on testing the correct specification of the forecast density, not whether the true data generating process is normally distributed.

3.1 One-step-ahead Density Forecasts and Dynamically Correctly Specified Models

Let \( h = 1 \). First, we derive the asymptotic distribution of \( \Psi_F (r) \) for one-step-ahead density forecasts under Assumption 1.

Assumption 1.

(i) \( \{ y_{t+1}, \mathcal{Y}_{t-R+1}^t \}_{t=R}^T \) is mixing with \( \phi (j) \) of size \( -\lambda / (2\lambda - 1) \) when \( \lambda \geq 1 \) or \( \alpha (j) \) of size \( -\lambda / (\lambda - 1) \) when \( \lambda > 1 \). It is generated from \( \{ \phi_0 (y_{t+1} | \mathcal{Y}_{t-R+1}^t) \}_{t=R}^T \), whose cumulative distribution function \( \Phi_0 (.) \) is continuous, differentiable and has a well defined inverse;

(ii) \( \{ \Phi_{t+1}^{-1} (z_{t+1} | \mathcal{Y}_{t-R+1}^t) \}_{t=R}^T \) has non-zero Jacobian with continuous partial derivatives;

(iii) \( R < \infty \) as \( P, T \to \infty \).

We focus on dynamically correctly specified models:

Assumption 2.

\( \mathcal{Y}_{t-R+1}^t = \mathcal{F}_t \) for all \( t = R, ..., T \)

Theorem 1 (Asymptotic Distribution of \( \Psi_F (r) \)) Under Assumptions 1, 2, and \( H_0 \) in eq. (3): (i) \( \{ z_{t+1} \}_{t=R}^T \) is iid \( U(0, 1) \); (ii) \( \Psi_F (r) \) weakly converges as a variable in the space \([0, 1] \times \mathbb{R} \) to the Gaussian process \( \Psi (.) \), with mean zero and auto-covariance function \( E [\Psi (r_1) \Psi (r_2)] = \inf (r_1, r_2) - r_1 r_2 \).

The result in Theorem 1 allows us to derive the asymptotic distribution of the test statistics of interest, presented in Theorem 2. The latter shows that the asymptotic distribution of our proposed test statistics have the appealing feature of being nuisance parameter free.
Theorem 2 (Correct Specification Tests) Under Assumptions 1, 2 and $H_0$ in eq. (3):

\[ \kappa_P^{CS} \equiv \sup_{r \in [0,1]} \Psi_P (r)^2 \Rightarrow \sup_{r \in [0,1]} \Psi (r)^2, \]  

and

\[ C_P^{CS} \equiv \int_0^1 \Psi_P (r)^2 \, dr \Rightarrow \int_0^1 \Psi (r)^2 \, dr. \]  

Reject $H_0$ at the $\alpha \cdot 100\%$ significance level if $\kappa_P^{CS} > \kappa_\alpha^{CS}$ and $C_P^{CS} > C_\alpha^{CS}$. Critical values for $\alpha = 10\%, 5\%$ and $1\%$ are provided in Table 1, Panel A.

INSERT TABLE 1 HERE

Note that one could be interested in testing correct specification in specific parts of the distribution.\(^5\) For example, one might be interested in the tails of the distribution, which correspond to outliers, such as the left tail where $r \in (0,0.25)$, or the right tail where $r \in (0.75,1)$, or both: $r \in \{(0,0.25 \cup 0.75,1)\}$. Alternatively, one might be interested in the central part of the distribution, for example $r \in [0.25,0.75]$. We provide critical values for these interesting cases in Table 1, Panel B.\(^6\)

Note also that our $\kappa_P^{CS}$ test has a graphical interpretation. In fact,

\[ \alpha = \Pr \left\{ \sup_{r \in [0,1]} \Psi_P (r)^2 > \kappa_\alpha^{CS} \right\} = \Pr \left\{ \left[ \sup_{r \in [0,1]} |\Psi_P (r)| \right]^2 > \kappa_\alpha^{CS} \right\} = \Pr \left\{ \sup_{r \in [0,1]} |\Psi_P (r)| > \sqrt{\kappa_\alpha^{CS}} \right\}. \]

Thus, from eqs. (1) and (2),

\[ \frac{1}{\sqrt{T}} \Psi_P (r) \equiv P^{-1} \sum_{t=R}^{T} \left( 1 \left\{ \Phi_{t+h} \left( y_{t+h} | H_{t-R+1}, \hat{\Theta}_{t,R} \right) \leq r \right\} - r \right) = \varphi_P (r) - r. \]

Furthermore,

\[ \alpha = \Pr \left\{ \sup_{r \in [0,1]} |\Psi_P (r)| > \sqrt{\kappa_\alpha^{CS}} \right\} = \Pr \left\{ \sup_{r \in [0,1]} |\varphi_P (r) - r| > \sqrt{\kappa_\alpha^{CS}/P} \right\}. \]

This suggests the following implementation: plot the cumulative distribution function of the PIT, eq. (2), together with the cumulative distribution function of the uniform, $r$ (the

\(^5\)See Franses and van Dijk (2003), Amisano and Giacomini (2007) and Diks, Panchenkob and van Dijk (2011) for a similar idea in the context of point forecasts and density forecast comparisons.

\(^6\)This approach can be extended to multivariate density forecasts. Let $y_t$ be $(k \times 1)$. Then, $\kappa_P^{CS} = \sup_{r \in [0,1]} \Psi_P (r)' \Psi_P (r) \Rightarrow \sup_{r \in [0,1]} \Psi (r)' \Psi (r)$, and $C_P^{CS} \equiv \int_0^1 \Psi_P (r)' \Psi_P (r) \, dr \Rightarrow \int_0^1 \Psi (r)' \Psi (r) \, dr$, and the critical values would depend on $k$.\]
45-degree line), and the critical value lines: \( r \pm \sqrt{\kappa_p^{CS}} \). Then, the \( \kappa_p^{CS} \) test rejects if the cumulative distribution function of the PIT is outside the critical value lines. It also follows from this argument that the critical values of the test statistic \( \sup_{r \in [0,1]} |\Psi_P(r)| \) would be \( \sqrt{\kappa_p^{CS}} \).

It is interesting to compare our approach to Diebold et al. (1998). While our null hypothesis is different from theirs, the procedure that we end up proposing is very similar to theirs in that both their implementation and ours abstract from parameter estimation error. Thus, our approach can be viewed as a formalization of the approach suggested in Diebold et al. (1998). An additional advantage of our approach is that the confidence bands that we propose are joint, not pointwise.

The previous discussion suggests that we could also apply our approach to likelihood-ratio (LR) tests based on the inverse normal transformation of the PITs. It is well known that, when the forecast density is correctly specified, an inverse normal transformation of the PITs \( (\zeta_{t+h}) \) has a standard normal distribution (Berkowitz, 2001). As noted in the literature, the latter approach has typically abstracted from parameter estimation uncertainty. When focusing on the traditional null hypothesis \( H_0^{CS} \), ignoring parameter estimation error leads to size distortions. Note that the size distortion is not only a small sample phenomenon, but persists asymptotically. The next result shows that, since parameter estimation error is maintained under our null hypothesis \( H_0 \), eq. (3), there is no need to correct the asymptotic distribution and the implied critical values of the likelihood ratio tests to account for parameter estimation error.

**Theorem 3 (Inverse Normal Tests)** Let \( \Phi^{-1}(.) \) denote the inverse of the standard normal distribution function. Under Assumptions 1, 2 and \( H_0 \) in eq. (3): \( \zeta_{t+1} \equiv \Phi^{-1}(z_{t+1}) \) is iid \( N(0,1) \).

Thus, one could test for the correct specification of the density forecast by testing the absence of serial correlation and the correct specification of the moments of \( \zeta_{t+h} \). For example, estimate an AR(1) model for \( \zeta_{t+1} \) and test that the mean and the slope are both zero, and that the variance is one. The advantage of this approach is that it is informative regarding the possible causes underlying the mis-specification of the density forecast and it may perform better in small samples. The disadvantage of the approach is that, unlike the \( \kappa_p^{CS} \) and \( C_p^{CS} \) tests, it focuses on specific moments of the distribution rather than the whole (non-parametric) cumulative distribution function.

Also, our approach can be generalized to predictive scores, although the asymptotic distribution depends on nuisance parameters. We will provide details in the next sub-section.
Finally, note that our approach provides not only a rationale to the common practice of evaluating the correct specification of density forecasts using PITs without adjusting for parameter estimation error (Diebold et al., 1998), but also a methodology for implementing tests robust to the presence of serial correlation as well as dynamically mis-specified models, a case that we consider in the next section.

### 3.2 Multi-step-ahead Forecasts and Dynamic Mis-specification

When considering $h$-step-ahead forecasts, $h > 1$ and finite, as well as when $h = 1$ for models that are dynamically mis-specified, an additional problem arises, as both of these cases involve serial correlation in the PITs.\footnote{In fact, $h$-step-ahead forecasts are serially correlated of order at least $(h - 1)$.} Thus, we need to extend our results and allow the forecasts to be both serially correlated and potentially mis-specified under the null hypothesis. Consider the following Assumption:

**Assumption 3.**

(i) \( \{y_{t+h}, \mathcal{F}_{t-R+1}\}_{t=R}^T \) is strong mixing with \( \alpha(j) \) of size \(-\lambda/(\lambda - 1)\), where \( \lambda \in [1, 2) \), \( \sum_{j=1}^{\infty} j^2 \alpha(j) j^{(4+\lambda)} < \infty \), and generated from \( \{\phi_0 (y_{t+h}|\mathcal{F}_t)\}_{t=R}^T \), whose cumulative distribution function \( \Phi_0(\cdot) \) is continuous, differentiable and has a well defined inverse;

(ii) \( \Pr(\Phi_{t+h} (y_{t+h}|\mathcal{F}_{t-R+1}) \leq r_1, \Phi_{t+h+d} (y_{t+h}|\mathcal{F}_{t-R+1}) \leq r_2) = F_d(r_1, r_2) \),
\[
\Pr(\Phi_{t+h} (y_{t+h}|\mathcal{F}_{t-R+1}) \leq r) = F(r), \quad \text{where } F_d(\cdot, \cdot) \text{ and } F(\cdot) \text{ are the distribution functions of the random variable } \Phi_{t+h} (y_{t+h}|\mathcal{F}_{t-R+1}) \text{ and } F(\cdot) \text{ is continuous.}
\]

Under serial correlation or $h$-step-ahead forecasts, we show that \( \Psi_P(r) \) weakly converges (considered as variables in the space \([0, 1] \times \mathbb{R}\)) to the Gaussian process \( \Psi(\cdot, \cdot) \), with mean zero and an auto-covariance function that depends on the serial correlation.

**Theorem 4 (Correct Specification Tests under Serial Correlation)** Under Assumptions 1(ii), 1(iii), 3 and \( H_0 \) in eq. (3), \( \Psi_P(r) \) weakly converges considered as a variable in the space \([0, 1] \times \mathbb{R}\) to the Gaussian process \( \Psi(\cdot, \cdot) \), with mean zero and auto-covariance function
\[
E[\Psi(r_1)\Psi(r_2)] = \sigma(r_1, r_2), \quad \text{where } \sigma(r_1, r_2) = \sum_{d=-\infty}^{\infty} [F_d(r_1, r_2) - F(r_1)F(r_2)].
\]
Furthermore,
\[
\kappa_P^{CS} \Rightarrow \sup_{r \in [0,1]} \Psi(r)^2, \\
C_P^{CS} \Rightarrow \int_0^1 \Psi(r)^2 \, dr.
\]
For a given estimate of $\sigma \left( r_1, r_2 \right)$, the critical values of $\nu^{CS}_p$ and $C^{CS}_p$ can be obtained via Monte Carlo simulations.$^8$

However, there are several other solutions proposed in the literature that one could use within our approach as well. A first approach is to discard data by reducing the effective sampling rate to ensure an uncorrelated sample (Persson, 1974 and Weiss, 1973). This can be implemented in practice when models are dynamically correctly specified by creating sub-samples of forecast distributions that are at least $h$ periods apart. However, this procedure may not be possible in small samples, since sub-sampling may significantly reduce the size of the sample. In those cases, one may implement the procedure in several uncorrelated sub-samples of forecasts that are at least $h$ periods apart and then use Bonferroni methods to obtain a joint test without discarding observations (see Diebold et al., 1998). However, it is well-known that Bonferroni methods are conservative; thus the latter procedure, while easy to implement, may suffer from low power. Alternative approaches include using a block bootstrap to obtain the critical values (Bai and Ng, 2005, and Corradi and Swanson, 2006c). The relative merit and validity of these approaches remains to be studied further.

It is interesting to note that our approach can be applied to predictive scores. We consider the case of the Continuous Rank Probability Score (CRPS, Gneiting and Raftery, 2007) in Appendix A. The asymptotic distribution of the CRPS is not nuisance parameter free even when predictive densities are correctly specified and $h = 1$. The critical values can be obtained using Monte Carlo simulations.

4 How to Use Our Tests?

Suppose the researcher decides to use the tests described in Theorem 2. If the tests reject, the rejection could be due to the violation of either independence or uniformity. If the researcher is concerned about the failure of independence, he/she could use our test for uniformity robust to violations of independence, which detects violations of uniformity even if the forecasts were serially correlated. As discussed in Section 3.2, the latter test is not nuisance parameter free, so the implementation is more challenging and requires simulating the critical values. Alternatively, one could test for serial correlation in a way that is robust to uniformity. Among the tests that could be implemented, one could consider the Ljung-Box Q or Box-Pierce Q-test statistics (Box and Pierce, 1970) or the BDS test proposed by Brock, Dechert and Scheinkman (1987). The Q-test detects auto-correlation in a linear framework

$^8$In the Monte Carlo and in the empirical application we used Newey and West’s (1987) HAC estimator.
whereas the BDS test is a non-parametric test of independence and identical distribution against an unspecified alternative. If the PITs pass the independence test, the researcher should feel more comfortable in applying the critical values provided in the paper.⁹

5 Monte Carlo Evidence

In this section we analyze the size and power properties of our proposed tests in small samples for both correctly specified and mis-specified forecasting models.

5.1 Size Analysis

To investigate the size properties of our tests we consider several Data Generating Processes (DGPs). The forecasts are based on model parameters estimated in rolling windows for \( t = R, ..., T + h \). We consider several values of \( R = [50, 100, 200] \) and \( P = [100, 200, 500, 1000] \) to evaluate the performance of the proposed procedure in finite samples. The DGPs are the following:

DGP S1 (Baseline Model): We estimate a model with a constant. To ensure that the null hypothesis in eq. (3) holds, we generate the data under the null hypothesis according to

\[
\tilde{y}_{t+1} = R^{-1} \sum_{j=t-R+1}^{t} y_j + \tilde{\sigma}_t \eta_{t+1}, \quad t = R, ..., T, \quad \eta_{t} \sim iid \ N(0, 1), \quad \mu = 5 \text{ and } \eta_t \sim iid \ N(0, 1) \text{ independent of } \varepsilon_t, \text{ where } \tilde{\sigma}_t^2 = R^{-1} \sum_{j=t-R+1}^{t} (y_j - R^{-1} \sum_{j=t-R+1}^{t} y_j)^2. \tag{10}
\]

DGP S2 (Estimated Model): We parameterize the model according to the realistic situation where the researcher is interested in forecasting one-quarter-ahead real GDP growth with a bivariate model that includes both lagged GDP growth as well as lagged term spread in U.S. data from 1959:I-2010:III. The forecasts are generated under the null hypothesis:

\[
y_{t+1} = Z_t' \left( R^{-1} \sum_{j=t-R+1}^{t} Z_j Z_j' \right)^{-1} \left( R^{-1} \sum_{j=t-R+1}^{t} Z_j y_t \right) + \tilde{\sigma}_t \eta_{t+1}, \text{ where } Z_t = (1, y_t, y_{t-1}, x_t, x_{t-1})', \quad y_t = \mu + \beta_1 y_{t-1} + \beta_2 y_{t-2} + \gamma_1 x_{t-1} + \gamma_2 x_{t-2} + \varepsilon_t, \quad \varepsilon_t \sim iid \ N(0, 9.54^2), \quad x_t = 0.2 + 0.8 x_{t-1} + \nu_t, \quad \nu_t \sim iid \ N(0, 1.08^2) \text{ independent of } \varepsilon_t, \quad \mu = 1.50, \quad \beta_1 = 0.20, \quad \beta_2 = -0.22, \quad \gamma_1 = 0.13, \quad \gamma_2 = 0.82, \text{ and } \tilde{\sigma}_t^2 = R^{-1} \sum_{j=t-R+1}^{t} (y_j - (R^{-1} \sum_{j=t-R+1}^{t} Z_j Z_j')^{-1} (R^{-1} \sum_{j=t-R+1}^{t} Z_j y_t))^2. \tag{11}
\]

⁹ Serial correlation implies lack of independence; however, serial uncorrelation does not imply independence.

¹⁰ The results are unchanged if a different value of \( \mu \) is considered.

¹¹ The lag length for \( y_t \) is selected by BIC in-sample: we first choose the best-fitting autoregressive model
DGPs S1-S2 are based on one-step-ahead forecast densities. DGP S3 considers the case of h-step-ahead forecast densities and serial correlation.

DGP S3 (Serial Correlation): The DGP is:
\[
y_t = R^{-1} \sum_{j=t-R+1}^{t} y_j + u_t + \rho u_{t-1},
\]
where \( y_t = \mu + \varepsilon_t + \rho \varepsilon_{t-1}, \varepsilon_t \sim iid N(0,1), \rho = 0.2 \) and \( u_t \sim iid N(0, \sigma^2_t), \sigma^2_t = R^{-1} \sum_{j=t-R+1}^{t} (y_j - R^{-1} \sum_{j=t-R+1}^{t} y_j)^2 \).

The results are shown in Tables 2 and 3. Table 2 shows that our tests performs very well in finite samples, with only very mild under-rejections for small values of \( R \) and \( P \) for the Kolmogorov-Smirnov-type test. Table 3 shows that, in the case of serial correlation, the asymptotic distribution of the tests in Theorem 3 approximated using HAC-consistent variance estimates tends to over-reject in finite samples, although mildly.

INSERT TABLE 2 HERE

5.2 Power Analysis

To investigate the power properties of our tests, we consider the case of constant mis-specification in the following DGP.

DGP P: The data are generated from a linear combination of normal and \( \chi^2 \) distributions: 
\[
\tilde{y}_t = R^{-1} \sum_{j=t-R+1}^{t} y_j + (1-c) \tilde{\sigma} \eta_{t,t} + c (\eta_{2,t}^2 - 1) \sqrt{2},
\]
where \( y_j = \mu + \varepsilon_j, \mu = 1 \) and \( \tilde{\sigma}^2 = R^{-1} \sum_{j=t-R+1}^{t} (y_j - R^{-1} \sum_{j=t-R+1}^{t} y_j)^2 \). Furthermore, \( \varepsilon_j, \eta_{t,t} \) and \( \eta_{2,t} \) are iid \( N(0,1) \) random variables that are independent of each other. The researcher tests whether the data result from a normal distribution, i.e. whether \( \tilde{y}_t \sim iid N \left( R^{-1} \sum_{j=t-R+1}^{t} y_j, \tilde{\sigma}_t \right) \). When \( c \) is zero, the null hypothesis is satisfied. When \( c \) is positive, the considered density becomes a convolution of a standard normal and a \( \chi^2 \) distribution (with mean zero and variance one), where the weight on the latter becomes larger as \( c \) increases.12

The results shown in Table 4 suggest that our proposed specification tests \( (\kappa^C_P, C^C_P) \) have good power properties in detecting mis-specification in the predictive density.

12Note that \( (\eta_{2,t}^2 - 1) \sqrt{2} \) is a chi-squared distribution with zero mean and variance one, that is, it has the same mean and variance as the normal distribution we have under the null hypothesis, although the shape is different.
6 Empirical Analysis

This section provides an empirical assessment of the correct specification of widely-used density forecasts: the Survey of Professional Forecasters’ (SPF) density forecasts of inflation and output growth, and density forecasts of the seven macroeconomic aggregates in Smets and Wouters’ (2007) DSGE model.

6.1 Evaluation of SPF Density Forecasts

Diebold et al. (1999) evaluate the correct specification of the density forecasts of inflation in the SPF.\(^{13}\) In this section, we conduct a formal test of correct specification for the SPF forecast densities using our proposed procedure and compare our results to theirs. In addition to inflation, we also investigate the conditional density forecasts of output growth. We use real GNP/GDP and the GNP/GDP deflator as measures of output and prices. The mean probability distribution forecasts are obtained from the Federal Reserve Bank of Philadelphia. In the SPF data set, forecasters are asked to assign a probability value (over pre-defined intervals) of year-over-year inflation and output growth for the current (nowcast) and following (one-year-ahead) calendar years. The forecasters update the assigned probabilities for the nowcasts and the one-year-ahead forecasts on a quarterly basis. The probability distribution provided by the SPF is discrete, and we base our results on a continuous approximation by fitting a normal distribution. The realized values of inflation and output growth are based on the real-time data set for macroeconomists, also available from the Federal Reserve Bank of Philadelphia.\(^{14}\)

The analysis of the SPF probability distribution is complicated since the SPF questionnaire has changed over time in various dimensions: there have been changes in the definition of the variables, the intervals over which probabilities have been assigned, as well as the time horizon for which forecasts have been made. To mitigate the impact of these problematic issues, we truncate the data set and consider only the period 1981:III-2011:IV. We use the

\(^{13}\)SPF provides two types of density forecasts: one is the distribution of point forecasts across forecasters (which measures the dispersion of point forecasts across forecasters), and the other is the mean of the probability density forecasts (which measures the average of the density forecasts across forecasters). We focus on the latter.

\(^{14}\)The data are available at http://www.philadelphiafed.org/research-and-data/real-time-center.
year-over-year growth rates of output growth and inflation calculated from the first quarterly vintage of real GNP/GDP and the GNP/GDP deflator in each year to evaluate the density forecasts. For instance, in order to obtain the growth rate of real output for 1981, we take the 1982:I vintage of data and calculate the growth rate of the annual average GNP/GDP from 1980 to 1981. We consider the annual-average over annual-average percent change (as opposed to fourth-quarter over forth-quarter percent change) in output and prices to make it comparable with the definition of the variables that SPF forecasters provide probabilistic predictions for.

The empirical results are shown in Table 4. Asterisks (‘*’) indicate rejection at the 5% significance level based on the critical values in Theorem 2 (reported in Table 1, Panel A), while ‘†’ indicates rejection at 5% significance level based on the critical values in Theorem 4. The latter are simulated conditional on the data (i.e. conditional on the HAC estimate of the variance-covariance matrix for the PIT). The test which are robust to violations of independence under the null hypothesis (based on Theorem 4) consistently rejects the null hypotheses of correct specification for both GDP growth and inflation. The non-robust test also rejects correct specification, except for output growth at the one-quarter-ahead forecast horizon.

INSERT TABLE 4 HERE

Our results are important in light of the finding that survey forecasts are reportedly providing the best forecasts of inflation. For example, Ang et al. (2007) find that survey forecasts outperform other forecasting methods (including the Phillips curve, the term structure and ARIMA models) and that, when combining forecasts, the data put the highest weight on survey information. Our results imply that survey forecasts still do not provide correct forecasts for the whole distribution of inflation.

Figure 2 plots the empirical CDF of the PITs (solid line). Under the null hypothesis in Theorem 2, the PITs should be uniformly distributed; thus the CDF of the PITs should be the 45 degree line. The figure also reports the critical values based on the \( \kappa^C_S \) test. If the empirical CDF of the PITs is outside the critical value lines, we conclude that the density forecast is mis-specified. Clearly, the correct specification is rejected in all cases except the one-year-ahead density forecast of GDP growth. The figure also provides a visual analysis of the mis-specification in the PITs: the survey typically overpredicts future large realizations (both positive and negative) of output growth and inflation.
For comparison, Figure 3 reports results based on Diebold et al.’s (1998) test. Panel A in Figure 3 plots the empirical distribution of the PITs of output growth for both the density nowcast (left-hand panel) and the one-year-ahead density forecast (right-hand panel). In addition to the PITs, we also provide the 95% confidence interval (dotted lines) using a normal approximation to a binomial distribution similar to Diebold et al.’s (1998). Both nowcast and one-year-ahead density forecasts of output growth are mis-specified, although mis-specification is milder in the case of one-year-ahead output growth. Figure 3, Panel B, shows instead the PITs for inflation. According to this test, both the density nowcast and one-year-ahead forecast overestimate tail risk. This phenomenon is more pronounced for the nowcast. Overall, the results obtained by using Diebold et al.’s (1998) test are broadly similar to those obtained by using the test that we propose in this paper, with one important exception. In the case of one-year-ahead GDP growth forecasts, our test based on Theorem 2 does not reject, whereas the Diebold et al. (1998) test does, despite the fact that both rely on iid assumptions. The discrepancy in the results is most likely due to the fact that the latter test is pointwise, whereas we jointly test the correct specification across all quantiles in the empirical distribution function: thus our test has larger critical values than the latter, in order to correctly account for the joint null hypothesis.

6.2 Evaluation of a Baseline DSGE Model

DSGE models are widely used in central banks for policy evaluation and forecasting. Several recent contributions have focused on the ability of DSGE models to produce good out-of-sample point forecasts. In particular, Smets and Wouters (2007) show that the forecasts of the DSGE model that they propose are competitive relative to Bayesian VAR forecasts. Edge, Kiley and Laforte (2010) evaluate the predictive ability of the Federal Reserve Board’s DSGE model (Edo), and Edge and Gürkaynak (2010) provide a thorough analysis of the forecasting ability of DSGE models using real-time data. The main result in the latter is that point forecasts of DSGE models perform similarly to that of a constant mean model, but both are biased; the reason why they perform similarly is because volatility was low during the Great Moderation sample period they consider, and, therefore, most variables were unpredictable. Edge, Gürkaynak and Kısacıkoglu (2013) extend the results of Edge and Gürkaynak (2010) to a longer sample and Gürkaynak, Kısacıkoglu and Rossi (2013) analyze the point forecasting ability of the models relative to reduced-form models, and find
that the latter perform better than the DSGE model at some forecast horizons. Del Negro and Schorfheide (2012) provide an overview of the literature.\textsuperscript{15}

While the contributions discussed above focus on evaluating how accurate DSGE models’ point forecasts are, central banks are becoming more and more interested in analyzing the uncertainty around the point forecasts that DSGE models provide. In this section, we focus on evaluating density forecasts of a baseline DSGE model. Only a few recent contributions analyze density forecast performance of DSGE models. Christoﬀel, Coenen and Warne (2010) study the performance of density forecasts of the European Central Bank’s DSGE model (NAWM) and find that it tends to overestimate nominal wages. Wolters (2012) evaluates point and density forecasts of DSGE models for US inflation, output growth and the interest rate by comparing them to non-structural large dataset models and weighted forecasts. He also evaluates the accuracy of density forecasts and concludes that the DSGE models overestimate uncertainty around point forecasts. Herbst and Schorfheide (2012) use posterior predictive checks to evaluate DSGE density forecasts in the Smets and Wouters (2007) model as well as in a three-equation New-Keynesian model. They find that the additional features that Smets and Wouters (2007) add to the three-equation model do not improve the quality of the model’s density forecasts of output growth, inflation and interest rates. Bache, Jore, Mitchell and Vahey (2011) combine density forecasts of inflation from VARs and a DSGE model using the linear opinion pool. They find that allowing for structural breaks in the VAR produces well-calibrated density forecasts for inflation but reduces the weight on the DSGE considerably. Our paper differs from the literature as we evaluate DSGE model-based density forecasts; we do so by using our novel PIT-based test and compare its results with those based on the PIT-based tests proposed by Diebold et al. (1998).

We focus on the Smets and Wouters (2007) model as the benchmark DSGE model. Smets and Wouters’ (2007) DSGE model is a real business cycle model with both nominal as well as real rigidities; in fact, it features sticky prices and wages as well as habit formation in consumption and cost of adjustment in investment.\textsuperscript{16} We recursively re-estimate the Smets and Wouters (2007) model using exactly their data and priors in fixed rolling window of 80 observations and produce a sequence of 80 out-of-sample density forecasts.\textsuperscript{17} The DSGE model

\textsuperscript{15}Corradi and Swanson (2007) instead evaluate measures of in-sample fit of a benchmark DSGE model.

\textsuperscript{16}See Section I in Smets and Wouters (2007) for a detailed description of the model.

\textsuperscript{17}Smets and Wouters (2007) approximate the deciles of the predictive densities based on Gaussian kernel estimates, given the DSGE’s assumption of normally distributed errors. We obtain the PITs using a linear interpolation for the inter-decile range.
includes seven observables and seven shocks; we separately evaluate the forecast densities for each of the target variables. We focus on the one-quarter-ahead forecast horizon.18

Table 5 reports the empirical results for the correct calibration of the DSGE density forecasts. The last two columns report the value of the $\kappa_P^{CS}$ and $C_P^{CS}$ tests that we propose in this paper. Asterisks ‘*’ indicate rejection at the 5% significance level based on the critical values in Theorem 2 (reported in Table 1, Panel A), while ‘†’ indicates rejection at 5% significance level based on the critical values in Theorem 4 with a HAC estimate of the covariance matrix. According to the critical values in Theorem 2, the density forecasts of inflation and wages are well calibrated, although those of the interest rate, output growth, hours, investment and consumption are not. In particular, forecasts of hours worked stand out in how poorly calibrated they are. When one allows for serial correlation under the null and uses critical values implied by Theorem 4, the conclusions mainly do not change, except that there is less evidence of correct calibration of the predictive density of inflation. Since we reject that the PITs of inflation are uncorrelated based on the Ljung-Box test (reported in the same table), the version of our test that maintains serial correlation under the null is the appropriate one.

Figure 4 displays the cumulative distribution of the PITs for each the observables, together with critical values for correct calibration based on the $\kappa_P^{CS}$ test in Theorem 2. The figures show that there are too many realizations of consumption, investment, output growth, and hours worked in the highest quantiles of the distribution; that is, the DSGE has the tendency to underpredict the target values. The opposite is true for interest rate forecasts. For comparison, Figure 5 shows the estimated density forecasts of the observables, together with critical values based on Diebold et al. (1998). Diebold et al.’s (1998) methodology produces similar results to ours,19 except for inflation forecasts, which are correctly specified according to our test and mis-specified according to Diebold et al.’s (1998) test. Again, the most likely reason for the discrepancy appears to be the different nature of the test: our test is joint across deciles whereas the latter is pointwise.

18 The sample period is from 1966:I to 2004:IV. The first one-quarter-ahead out-of-sample forecast is for 1985:I. From the 80 observations in each rolling window, 4 are used for pre-sampling: they are not included in the likelihood. The total number of out-of-sample periods is 80. The model is estimated using Dynare codes by Smets and Wouters (2007). We create a sample of 150,000 draws for each rolling window estimation, discarding the first 20% of the draws. We use a step-size of 0.2 for the jumping distribution in the Metropolis-Hastings algorithm, resulting in rejection rates hovering around 0.4 across various estimation windows.

19 Note that this is a fair comparison, since both Figures 4 and 5 are constructed under the maintained assumption of independence.
Finally, Figure 6 depicts fan charts. The use of fan charts has been pioneered by the Bank of England to describe its best prediction of future inflation and its uncertainty to the general public. A fan chart depicts ranges for likely values of the variable of interest together with a line showing a measure of central tendency for the future outcomes (or point forecast). Typically, the possible values are plotted in different shades, where the darkest shade denotes more likely values than the lightest shade. Figure 6 depicts fan charts based on the Smets and Wouters (2007) model. The fan charts are based on parameter estimates from historical information up to 2000:IV: the solid line is the median of the one to four-quarter-ahead forecast distribution, whereas the shades depict the deciles of the forecast distribution. Interestingly, the forecasts are typically outside the most likely 80% of the forecast distribution at some horizon, especially for interest rates, hours and investment.

7 Conclusions

This paper proposes new tests for predictive density evaluation. They are designed to evaluate forecasting ability of the models in finite samples typically available to researchers. The techniques are based on Kolmogorov-Smirnov and Cramér-von Mises-type test statistics. We provide critical values of the tests for dynamically correctly specified models as well as for the case when the focus is on specific parts of the predictive density. We also propose methodologies that can be applied to dynamically mis-specified models and multiple-step-ahead forecast horizons. Empirical applications to the Survey of Professional Forecasters and a baseline DSGE model uncover that both SPF output growth and inflation density forecasts as well as DSGE-based forecasts of several macroeconomic aggregates are mis-specified.
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The Bank of England’s fan charts are obtained with a mix between statistical methods and judgement, and combining information from several models and risks in the economy. The fan charts that we report in this paper are instead based exclusively on the DSGE model we focus on, as our objective is to evaluate the DSGE model’s predictive distribution.


Appendix A. Proofs

The appendix provides the proofs for Theorems 1, 2, 3 and 4.

Proof of Theorem 1. (i) The true joint conditional predictive density of \( \{y_{t+1}\}_{t=R}^T \) can be decomposed as \( \phi_0(y_{t+1}, \ldots, y_T | F_R) = \phi_0(y_T | F_{T-1}) \phi_0(y_T | F_{T-1}) \ldots \phi_0(y_{R+1} | F_R) \), where \( R \) is finite by Assumption 1(iii) (which guarantees that we condition on a finite information set).

Let \( q(z_{R+1}, \ldots, z_{T+1} | F_R) \) denote the conditional joint density of the probability integral transforms. Then, given that \( y_{t+1} = \Phi_{t+1}^{-1}(z_{t+1} | \mathcal{I}_t) \), where \( \mathcal{I}_t \subseteq F_t \), we can re-write the joint density of the PITs as \( q(z_{R+1}, \ldots, z_{T+1} | F_R) = \phi_0(\Phi_{R+1}^{-1}(z_{R+1} | \mathcal{I}_R) | F_R) \ldots \phi_0(\Phi_T^{-1}(z_T | \mathcal{I}_{T-1}) | F_{T-1}) \times \ldots \phi_0(\Phi_{T+1}^{-1}(z_{T+1} | \mathcal{I}_T) | F_T) \).

By using the change of variables formula,

\[
q(z_{R+1}, \ldots, z_{T+1} | F_R) = \begin{vmatrix}
\frac{\partial \Phi_{R+1}^{-1}(z_{R+1} | \mathcal{I}_R)}{\partial z_{R+1}} & \ldots & \frac{\partial \Phi_{R+1}^{-1}(z_{R+1} | \mathcal{I}_R)}{\partial z_{T+1}} \\
\vdots & \ddots & \vdots \\
\frac{\partial \Phi_{T+1}^{-1}(z_{T+1} | \mathcal{I}_T)}{\partial z_{R+1}} & \ldots & \frac{\partial \Phi_{T+1}^{-1}(z_{T+1} | \mathcal{I}_T)}{\partial z_{T+1}} \\
\end{vmatrix} \times \phi_0(\Phi_{R+1}^{-1}(z_{R+1} | \mathcal{I}_R) | F_R) \ldots \phi_0(\Phi_T^{-1}(z_T | \mathcal{I}_{T-1}) | F_{T-1}) \phi_0(\Phi_{T+1}^{-1}(z_{T+1} | \mathcal{I}_T) | F_T)
\]

\[
= (1/\phi_{R+1}(y_{R+1} | \mathcal{I}_R)) \ldots (1/\phi_T(y_T | \mathcal{I}_{T-1})) (1/\phi_{T+1}(y_{T+1} | \mathcal{I}_T)) \times \phi_0(y_{R+1} | F_R) \ldots \phi_0(y_T | F_{T-1}) \phi_0(y_{T+1} | F_T),
\]

where the last equality holds because the Jacobian is lower triangular provided we are in a conditional forecasting framework and thus \( \{y_{t+1}, \ldots, y_{t+1}\} \notin \mathcal{I}_t \) at any time \( t \). Then,

\[
q(z_{R+1}, \ldots, z_{T+1} | F_R) = \frac{\phi_0(y_{R+1} | F_R)}{\phi_{R+1}(y_{R+1} | \mathcal{I}_R)} \times \ldots \times \frac{\phi_0(y_T | F_{T-1})}{\phi_T(y_T | \mathcal{I}_{T-1})} \times \frac{\phi_0(y_{T+1} | F_T)}{\phi_{T+1}(y_{T+1} | \mathcal{I}_T)}.
\]

Now suppose that \( \mathcal{I}_t = \mathcal{I}_{t-R+1}^t \), where \( \mathcal{I}_{t-R+1}^t \) contains only data available from time \( t - R + 1 \) to time \( t \). In other words, \( \mathcal{I}_{t-R+1}^t \) differs from \( \mathcal{I}_t \) because the rolling window does not use all the available information in the sample. However, if \( \phi_{t+1}(y_{t+1} | \mathcal{I}_t) = \phi_{t+1}(y_{t+1} | \mathcal{I}_{t-R+1}^t) = \phi_{t+1}(y_{t+1} | F_t) \) (the condition imposed by Assumption 2), i.e. when \( \mathcal{I}_{t-R+1}^t \) contains all relevant past information, then we could re-write the above as

\[
q(z_{R+1}, \ldots, z_{T+1} | F_R) = \frac{\phi_0(y_{R+1} | F_R)}{\phi_{R+1}(y_{R+1} | \mathcal{I}_1)} \times \ldots \times \frac{\phi_0(y_T | F_{T-1})}{\phi_T(y_T | \mathcal{I}_{T-R+1}^T)} \times \frac{\phi_0(y_{T+1} | F_T)}{\phi_{T+1}(y_{T+1} | \mathcal{I}_{T-R+1}^T)}.
\]
It follows that, under the null, each ratio yields a \( U(0, 1) \) variable (since the pdf is the unit line), thus the joint distribution is a multivariate \( U(0, 1) \). In addition, since the joint distribution is the product of the marginals, then \( \{z_{t+1}\}_T^{t=R} \) is iid \( U(0, 1) \).

(ii) Under \( H_0 \), \( z_{t+1} \) is uniformly distributed on \([0, 1]\). Then, from Proposition 1 in Shorack and Wellner (1986, p. 131), \( \Psi_P(\pi, r) = \frac{1}{2} \sum_{t=R}^{T} (1 \{\Phi_{t+1}(y_{t+1}|\mathfrak{g}_t) \leq r\} - r) \) weakly converges (considered as variables in the space \([0, 1]^2 \times \mathbb{R}\)) to the normal \( \Psi^o(., .) \), with mean zero and auto-covariance function \( E[\Psi^o(\tau_1) \Psi^o(\tau_2)] = \inf (\tau_1, \tau_2) - \tau_1 \tau_2 \).

**Proof of Theorem 2.** The theorem follows from Theorem 1 by the Continuous Mapping theorem. □

**Proof of Theorem 3.** The theorem follows directly from part (i) in Theorem 1 and Berkowitz (2001). □

**Proof of Theorem 4.** Theorem 4 follows from Inoue (2001) by letting (in the referenced paper’s notation) \( r = 1 \).

**Asymptotic Distribution of the Continuous Rank Probability Score, CRPS\(_T\).** Let the (rescaled average) Continuous Rank Probability Score (CRPS, Gneiting and Raftery, 2007) be defined as:

\[
CRPS_P = \int_{\mathbb{R}} \left\{ \frac{1}{2} \sum_{t=R}^{T} \left[ \Phi_{t+h}(y|\mathfrak{g}_{t+1-R}^{t+1}) - 1(y_{t+h} \leq y) \right] \right\}^2 dy
\]

Let the null hypothesis be \( \tilde{H}_0 : E[\Phi_{t+h}(y|\mathfrak{g}_{t+1-R}^{t+1}, \tilde{\theta}_{t,R}) - 1(y \geq y_{t+h})] = 0 \). Under Assumptions 1(ii), 1(iii) and 3, where 3(ii) is replaced by Assumption 3(ii)*:

**Assumption 3(ii)*:** \( \Pr(y_{t+h} \leq y_1, y_{t+h+d} \leq y_2) = \tilde{F}_d(y_1, y_2), \Pr(y_{t+h} \leq y) = \tilde{F}(y) \), where \( \tilde{F}(.) \) is continuous and \( \tilde{F}_d(., .) \) and \( \tilde{F}(.) \) are the distribution functions of the random variable \( y_{t+h} \).

It follows from Theorems 2.1 and 2.2 in Inoue (2001, letting \( r = 1 \) in his notation) that

\[
\int_{\mathbb{R}} \left\{ \frac{1}{2} \sum_{t=R}^{T} \left[ \Phi_{t+h}(y|\mathfrak{g}_{t+1-R}^{t+1}, \tilde{\theta}_{t,R}) - 1(y_{t+h} \leq y) \right] \right\}^2 dy \equiv T_2 \Rightarrow \int_{\mathbb{R}} \tilde{K}(y)^2 dy, \tag{9}
\]

where \( \tilde{K}(.) \) is a mean-zero gaussian process with covariance kernel \( E\left(\tilde{K}(y_1) \tilde{K}(y_2)\right) = \tilde{\sigma}(y_1, y_2) \), where \( \tilde{\sigma}(y_1, y_2) = \sum_{d=-\infty}^{\infty} \left[ \tilde{F}_d(y_1, y_2) - \tilde{F}(y_1) \tilde{F}(y_2) \right] \). □
## 9 Appendix B. Tables and Figures

### Table 1. Critical Values

<table>
<thead>
<tr>
<th></th>
<th>$\kappa_{\alpha;P}^{CS}$</th>
<th>$C_{\alpha;P}^{CS}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha$</td>
<td>0.01 0.05 0.10</td>
<td>0.01 0.05 0.10</td>
</tr>
</tbody>
</table>

**Panel A. Tests on the Whole Distribution**

Correct Specification Test 2.25 1.51 1.19 0.74 0.46 0.35

**Panel B. Tests on Specific Parts of the Distribution**

<table>
<thead>
<tr>
<th></th>
<th>$r \in (0, 0.25]$</th>
<th>$r \in (0, 0.50]$</th>
<th>$r \in (0.50, 1)$</th>
<th>$r \in (0.75, 1)$</th>
<th>$r \in [0.25, 0.75]$</th>
<th>$r \in {(0, 0.25] \cup (0.75, 1)}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Right Tail</td>
<td>1.16 0.70 0.52</td>
<td>1.96 1.25 0.98</td>
<td>2.04 1.31 1.01</td>
<td>1.34 0.82 0.61</td>
<td>2.21 1.48 1.16</td>
<td>1.45 0.95 0.74</td>
</tr>
<tr>
<td>Right Half</td>
<td>1.96 1.25 0.98</td>
<td>2.04 1.31 1.01</td>
<td>2.04 1.31 1.01</td>
<td>1.34 0.82 0.61</td>
<td>2.21 1.48 1.16</td>
<td>1.45 0.95 0.74</td>
</tr>
<tr>
<td>Left Half</td>
<td>2.04 1.31 1.01</td>
<td>1.34 0.82 0.61</td>
<td>1.34 0.82 0.61</td>
<td>1.34 0.82 0.61</td>
<td>1.34 0.82 0.61</td>
<td>1.34 0.82 0.61</td>
</tr>
<tr>
<td>Left Tail</td>
<td>2.04 1.31 1.01</td>
<td>1.34 0.82 0.61</td>
<td>1.34 0.82 0.61</td>
<td>1.34 0.82 0.61</td>
<td>1.34 0.82 0.61</td>
<td>1.34 0.82 0.61</td>
</tr>
<tr>
<td>Center</td>
<td>2.21 1.48 1.16</td>
<td>1.45 0.95 0.74</td>
<td>1.45 0.95 0.74</td>
<td>1.45 0.95 0.74</td>
<td>1.45 0.95 0.74</td>
<td>1.45 0.95 0.74</td>
</tr>
<tr>
<td>Tails</td>
<td>1.45 0.95 0.74</td>
<td>1.45 0.95 0.74</td>
<td>1.45 0.95 0.74</td>
<td>1.45 0.95 0.74</td>
<td>1.45 0.95 0.74</td>
<td>1.45 0.95 0.74</td>
</tr>
</tbody>
</table>

Note: Panel A reports critical values for the test statistics $\kappa_{\alpha;P}^{CS}$ and $C_{\alpha;P}^{CS}$ at the 1%, 5% and 10% nominal sizes ($\alpha = 0.01, 0.05$ and $0.10$).

Panel B reports critical values for the same statistics for specific parts of the distributions, indicated in the second column. The number of Monte Carlo replications is 1,000,000. The domain for $r$ is discretized with a lower bound of 0.01, upper bound of 0.99 and a step size of 0.05.
Table 2: Size Properties

<table>
<thead>
<tr>
<th></th>
<th>DGP S1 (IID Case)</th>
<th></th>
<th>DGP S2 (IID Case)</th>
<th></th>
<th>DGP S3 (Serially Correlated Case)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\kappa^CS_P$</td>
<td>$C^CS_P$</td>
<td>$\kappa^CS_P$</td>
<td>$C^CS_P$</td>
<td>$\kappa^CS_P$</td>
</tr>
<tr>
<td>$P$</td>
<td>50 100 200</td>
<td>50 100 200</td>
<td>50 100 200</td>
<td>50 100 200</td>
<td>50 100 200</td>
</tr>
<tr>
<td>100</td>
<td>0.05 0.06 0.06</td>
<td>0.05 0.06 0.05</td>
<td>0.05 0.05 0.05</td>
<td>0.05 0.05 0.05</td>
<td>0.05 0.05 0.05</td>
</tr>
<tr>
<td>200</td>
<td>0.05 0.05 0.05</td>
<td>0.05 0.05 0.05</td>
<td>0.05 0.05 0.05</td>
<td>0.05 0.05 0.05</td>
<td>0.05 0.05 0.05</td>
</tr>
<tr>
<td>500</td>
<td>0.05 0.05 0.05</td>
<td>0.05 0.05 0.05</td>
<td>0.05 0.05 0.05</td>
<td>0.05 0.05 0.05</td>
<td>0.05 0.05 0.05</td>
</tr>
<tr>
<td>1000</td>
<td>0.05 0.05 0.05</td>
<td>0.05 0.05 0.05</td>
<td>0.05 0.05 0.05</td>
<td>0.05 0.05 0.05</td>
<td>0.05 0.05 0.05</td>
</tr>
</tbody>
</table>

Note: The table reports empirical rejection frequencies for the test statistics $\kappa^CS_P$ and $C^CS_P$ in eqs. (4) and (5) at the 5% nominal size for various values of $P$ and $R$. The number of Monte Carlo replications is 5,000. The domain for $r$ is discretized with a lower bound of 0.01, upper bound of 0.99 and a step size of 0.05. Critical values for DGP S1 and DGP S2 are those reported in Table 1, Panel A. For DGP S3, the critical values are simulated with a HAC estimate of a covariance matrix.
Table 3. Power Properties

<table>
<thead>
<tr>
<th>DGP P</th>
<th>( \kappa_P^{CS} )</th>
<th>( C_P^{CS} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.05</td>
<td>0.05</td>
</tr>
<tr>
<td>0.10</td>
<td>0.35</td>
<td>0.40</td>
</tr>
<tr>
<td>0.15</td>
<td>0.80</td>
<td>0.91</td>
</tr>
<tr>
<td>0.20</td>
<td>0.99</td>
<td>1.00</td>
</tr>
<tr>
<td>0.25</td>
<td>1.00</td>
<td>1.00</td>
</tr>
</tbody>
</table>

Note: The table reports empirical rejection frequencies for the test statistics \( \kappa_P^{CS} \) and \( C_P^{CS} \) in eqs. (4) and (5) at the 5% nominal size for \( P = 960 \) and \( R = 40 \). The number of Monte Carlo replications is 5,000. The domain for \( r \) is discretized with a lower bound of 0.01, upper bound of 0.99 and a step size of 0.05. Critical values for DGP S1 and DGP S2 are those reported in Table 1, Panel A.

Table 4: Correct Specification Tests for SPF’s Probability Forecast Distribution

<table>
<thead>
<tr>
<th>Series Name:</th>
<th>GDP Growth</th>
<th>GDP Deflator Growth</th>
</tr>
</thead>
<tbody>
<tr>
<td>Forecast Horizon (in rows):</td>
<td>Correct Specification Tests</td>
<td></td>
</tr>
<tr>
<td>( \kappa_P^{CS} )</td>
<td>( C_P^{CS} )</td>
<td>( \kappa_P^{CS} )</td>
</tr>
<tr>
<td>0</td>
<td>2.10*†</td>
<td>0.81*†</td>
</tr>
<tr>
<td>1</td>
<td>0.59†</td>
<td>0.12†</td>
</tr>
</tbody>
</table>

Note: Asterisks ‘*’ indicate rejection at 5% significance level based on the critical values in Theorem 2 (reported in Table 1, Panel A), while ‘†’ indicates rejection at 5% significance level based on the critical values in Theorem 4. The latter are simulated conditional on the data (i.e. conditional on the variance-covariance matrix for the PIT). The domain for \( r \) is discretized with a lower bound of 0.01, upper bound of 0.99 and a step size of 0.05.
<table>
<thead>
<tr>
<th>Variable</th>
<th>LB: $(z_t - \bar{z})$</th>
<th>LB: $(z_t - \bar{z})^2$</th>
<th>$\kappa_P^{CS}$</th>
<th>$C_P^{CS}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Consumption (real)</td>
<td>0.06</td>
<td>0.28</td>
<td>8.98 *↑</td>
<td>3.56 *↑</td>
</tr>
<tr>
<td>Investment (real)</td>
<td>0.00 *</td>
<td>0.03 *</td>
<td>2.74 *↑</td>
<td>1.14 *↑</td>
</tr>
<tr>
<td>Output Growth (real)</td>
<td>0.01 *</td>
<td>0.03 *</td>
<td>7.69 *↑</td>
<td>2.37 *↑</td>
</tr>
<tr>
<td>Inflation</td>
<td>0.00 *</td>
<td>0.00 *</td>
<td>0.58↑</td>
<td>0.16</td>
</tr>
<tr>
<td>Hours</td>
<td>0.00 *</td>
<td>0.00 *</td>
<td>15.14 *↑</td>
<td>5.81 *↑</td>
</tr>
<tr>
<td>Wages (real)</td>
<td>0.23</td>
<td>0.52</td>
<td>0.18</td>
<td>0.06</td>
</tr>
<tr>
<td>Federal Funds Rate</td>
<td>0.00 *</td>
<td>0.00 *</td>
<td>1.86 *↑</td>
<td>0.85 *↑</td>
</tr>
</tbody>
</table>

Note: The column labeled “LB” indicates p-values of the Ljung-Box test statistic for absence of serial correlation; values marked by ‘*’ indicate rejections at 5% significance level. For the $\kappa_P^{CS}$ and $C_P^{CS}$ tests, ‘*’ indicates rejection at the 5% significance level based on the critical values in Theorem 2 (reported in Table 1, Panel A), while ‘↑’ indicates rejection at 5% significance level based on the critical values in Theorem 4. The domain for $r$ is discretized with a lower bound of 0.01, upper bound of 0.99 and a step size of 0.05.
Figure 1. Representative Fan Charts from the DSGE model in 2000:IV

Figure 2. SPF Mean Probability Forecast Distribution


Note: The figure shows the empirical CDF of the PITs (solid line), the CDF of the PITs under the null hypothesis (the 45-degree line) and the critical values based on the $a^{PS}$ test.
Figure 3. SPF Mean Probability Forecast Distribution


Note: The figures show the pdf of the PITs (normalized) and the 95% critical values approximated under Diebold et al.’s (1998) binomial distribution (dashed lines), constructed using a normal approximation.
Figure 4. Baseline DSGE Distribution of Forecasts (1985:I-2004:IV)

Note: The figures show the empirical CDF of the PITs (solid line), the CDF of the PITs under the null hypothesis (the 45 degree line) and the 95% confidence bands based on critical values of $\alpha^C_{PS}$ test reported in Table 1, Panel A. Results are based on a rolling window of size $R = 80$. 
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Figure 5. Baseline DSGE Distribution of Forecasts (1985:I-2004:IV)

Note: The figures show the pdf of the PITs (normalized) and the 95% critical values approximated under Diebold et al.’s (1998) binomial distribution (dashed lines), constructed using a normal approximation. The results are based on a rolling window of size $R = 80$. 
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Figure 6. Baseline DSGE Fan Charts as of 2000:IV

Note: The figure shows fan charts obtained by estimating the baseline DSGE with data up to 2000:IV, prior to 2001:1-2001:IV recession. Depicted are the 10th, 20th, 30th, 40th, 50th, 60th, 70th, 80th, 90th deciles of the predictive distribution for one to four-quarter-ahead out-of-sample forecasts. The solid line represents the actual realizations of the data, while the dotted lines represent the median forecast.