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ABSTRACT

Using multiple datasets from five different timeripds, we document changes in time use by
full-time college students in the United Statesuaein 1961 and 2004. Full-time college students
in 1961 appeared to allocate 40 hours per weekrtbalass and studying, whereas in 2004 they
invested 23 to 26 hours. Declines in academic timestment were extremely broad-based, and
are not easily accounted for by changes in the ositipn of students or schools. Findings
suggest that previous research may have underéstimecent increases in the rate of return to
postsecondary education by as much as 80 to 9@igerc
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I. INTRODUCTION

“Hours worked” is recognized as a fundamental measuapplied economics, and
trends over time in hours worked by U.S. workengehiaeen carefully documented. Time use
associated with education attainment has receagldttention. In particular, there has been little
or no investigation of trends over time in the attime investment associated with a “year” of
post-secondary schooling. Because time is the eh@idable in models of human capital
investment and production, this is potentially acses omission. Our research documents and
guantifies changes in time use by full-time collsg@dents at four-year institutions in the United
States between 1961 and 2004. We find dramatiendscin academic time investment over this
period. Full-time college students in 1961 appe#oeallocate about 40 hours per week to
academics, whereas full-time students in 2004 agpdaave invested about 23 to 26 hours per
week. Declines were extremely broad-based andareasily accounted for by changes in the
composition of students or schools: Study timeffalistudents from all demographic subgroups,
within race, gender, ability, and family backgrounderall and within major, for students who
worked in college and for those who did not, areldbclines occurred at 4-year colleges of every
type, size, degree structure, and level of seliggti “year” of college, then, is a nominal
measure of time. It is a currency whose face vahseeroded more or less continuously for over
40 years.

The relevance of this research is threefold. Kirdtstudent effort is an input to the
education production process, then declining tinwestment could signify declining production
of human capital. To the extent that educator®at-pecondary institutions are actively seeking
ways to impart more human capital, the magnitudb@idecrease over time in this fundamental
input is worth knowing. Secondly, the long-run deelin time allocated toward college by full-
time students may have major ramifications for eroists. Obvious problems arise when a
nominal measure is treated as real. Many studigsedmpact of schooling on wages, as well as

numerous studies in the economics of educatioratitee, assume implicitly that the time



investment associated with a year of college hasirged constant over time. When this
assumption does not hold, results change significaWe highlight a primary implication—that
increases in the rate of return to postsecondargatibn since 1980 may have been greatly
underestimated. Lastly, the decline in academie fimestment by full-time college students is a
puzzle in its own right. We investigate a numbepatential mechanisms, but submit that it
remains an open question.

The remainder of the paper is structured as foll&estion Il reviews the relevant
literature. Section Il describes the data andssesecomparability of the data across time
samples. Section IV documents the time trend idewsc time investment and disaggregates the
data to parse out and evaluate competing explargat®ection V explores the implications of

these results. Section VI concludes.

Il. Previous Research

A number of recent books in the popular press lexpeessed concern about a perceived
decrease in student “engagemeriit perceptions of engagement are highly subjectine
evidence in the education literature has been ipéete, anecdotal, has covered short time
periods, or has lacked strategies to account fimposition bias and other confounding factors.
Kuh (1999), for example, finds that “time spentsamhool work” by college students fell between
the mid-1980s and the mid-1990s. But the datasetwanationally representative or a random
sample, and the set of schools sampled in the 1986310t the same as the set sampled in the
1990s. It is not clear whether the observed chadgdged from changes in the weighting and
composition of schools in the sample between t1894@nd 1990s or from changes over time in

time-use choices by students within the same iniiit? Astin, Keup, and Lindholm (2002),

! Hersch and Merrow(2005), Bok(2005), Nathan (2005).
2 Moreover, the survey language was somewhat pratilenRespondents were asked if their time spent on
school work was “About 50 hours or more a week,btiit 40 hours a week,” “About 30 hours a week,”



analyzing a consistent set of schools between 2889998, find that time spent studying fell by
about .41 hours per week. Evidence in the educétemature, then, is suggestive but non-
conclusive, and is limited to a brief period betwéee 1980s and 1990s.

We have found no work in the economics literatarestigating, reporting, or providing
evidence of the academic time-use trend we study, o recent survey articles in the
economics of higher education (Ehrenberg, 2004 stfim 1999) make no mention of changes
over time in academic time investment or of redearcthis point. In economics, previous
research on time use by college students focusempioyment during college. Examples
include Ehrenbeg and Sherman (1997), Orzsag, Qrasdd/Vhitemore (2001), Scott-Clayton
(2007), and Stinebrickner and Stinebrickner (2008gse authors explore the effects on
academic performance of working while in collegee Wil return to this topic in Section V.

Most previous research by economists on college tise does not make reference to study-time
measures. Stinebrickner and Stinebrickner (2B30de only work we know of that does so—and
we concur with the authors’ assessment on thelde&existing research: “Knowledge of the
relationship between educational outcomes and perttree most basic input in the education
production process—student study time and efforts+keanained virtually non-existent.” The
authors find study time to be positively associat@ti student GPAs at Berea College. To
further motivate our empirical investigation, waupa to determine whether there exists broader
evidence that increased study time is associatddiméreased marginal product later in life.

The National Longitudinal Survey of Youth, 197%ludes data on time use in college
and long-run wages. Data on study time are availslstudents who were in college in 1981.
To construct Figure 1, we combined time use data students who were in college in 1981 full
time with subsequent wage data for these studéntgayear intervals from 1986 to 2004. We

regress log hourly wage from each of these yeatsars studied per week in 1981, and then

“About 20 hours a week,” or “Less than 20 hoursek” Large time ranges and imprecise languagedcoul
make this an unusually noisy measure.



plot the coefficient on “hours studied” against ylear referenced by the wage. All regressions
also include controls for gender, AFQT score, amaryn college in 1981 (i.e., dummies for
freshman, sophomore, and junior year) and recometeneightings. Though it remains difficult
to separate the effect of pre-existing ability franguired human capital in this simple OLS
setting, we find a positive association betweenklyegtudy time in college and future wages.
The estimates are not statistically distinguishétalsn zero in early post-college years, but the
increase in wages associated with studying gromgetaover time and becomes statistically
significant in later samples. If productivity-enltémg characteristics that are difficult to observe
by employers exert a stronger influence on wagésdaaduals spend more time in the
workforce (and employers learn more about the idd&f’s marginal product), then this would
be the expected pattetBy 2004, a student who studied an hour more pekwarned a wage
premium of about .6%. The standard deviation ofréstudied in the NLSY79 is 14.6. Thus, a
standard deviation change in hours studied in 198%sociated with a wage gain of 8.8 log
points in 2004. We do not claim to have provenwsabeffect, but conclude that—consistent
with previous work, most economic models of humapital, and the intuitions of educators—

increased effort in college is associated withéased marginal product later in the lifecycle.

Ill. Data
A. Comparability of Time Samples
Documenting changes in time investment requiresimpa wide range of datasets from
multiple sources. We examine data from 5 time pki@003-2005, 1995-1997, 1987-1989,
1981, and 1961. We restrict our analysis to fufieistudents at four-year colleges in each of
these periods. Data for time use in the earliest fperiod, 1961, come from Project Talent. For

the 1981 sample, we use the 1981 college modute tihe National Longitudinal Survey of

3 See Altonji and Pierret (2001), Farber and Gibi{di#96). We assume that study time in college ts no
observed by the employer.



Youth, 1979. The data for recent time periods cofraa the Higher Education Research
Institute (HERI), based in the Graduate Schooldiddation & Information Studies at the
University of California, Los Angeles. We use HBRIllow-up Surveys (FUS) for the years
1987-1989 and HERI College Student Surveys (CSSh#n1995-1997 and 2003-2005 periods.
For simplicity here, we will refer to the multiyesamples by their midpoints (e.g., the 2003-2005
dataset is the “2004 sample”). We also obtained fitatn an additional source for the most
recent time period: the 2003 National Survey ofi8tu Engagement (NSSE).

Table 1 displays summary statistics and indicates the samples differ from one
another. The following differences will be mostenant to the analysis: 1) In the 1961 and 1981
surveys, respondents give a precise numeric artsviiee time use questions, whereas in the
HERI surveys (the 1988, 1996, and 2004 samplesjtantiSSE survey (the 2003 sample)
respondents answer time use questions by seldobimgamong time ranges; 2) The 1961 and
1981 surveys are nationally representative randomptes, whereas the HERI and NSSE data are
not; 3) The schools surveyed in the HERI data cbdram year to year, although the data do
contain large consistent sets of schools across pieniods; 4) The 1961 survey lacks information
on class time, SAT scorfesnd institutional characteristics; 5) The 196tvey was administered
to Freshmen, the 1981 to all grades, the HERI gsrt@ on-time Seniors and the NSSE survey to
Freshmen and Seniors. In short, the samples amirbtectly comparable with one another. We
will address each of these concerns in more det&eéction IV. Here, we briefly describe the

data.

1961 (Project Talent)
Project Talent (1961) is a nationally representatandom sample and it elicits time use

response in hours, not ranges. The salient suvestipn is phrasediridicate below how many

* Also, we lack SAT scores for over 80% of the 18&inple. Because of this and the lack of SAT sdores
the comparison 1961 sample, we do not use or r&§#Ftscores for the 1981 sample.



hours a week, on the average, you spent in eatifedbllowing kinds of activities during your

first year in college.”"We focus here on the activittudying (Outside of class).The question

is asked in a one-year follow-up to an earlier syrof students who were high school seniors in
1960. Thus, students did not have to recall colktgdy times from a distant past, as they were in
the process of completing their first year in cpleThe survey also includes recommended
weightings to account for survey design and attiitMWe use the recommended weightings in all

displayed tables and figures.

1981(NLSY79)

The 1981 college module of the NLSY79 asks curcetiege students at all levels
(Freshmen through Senior) how many hours in thieNaek they Spent studying or working on
class projects.” They are asked the question in two settings, onoeference to studyingh
campus and once in reference to studyitaff-campus,” and we sum these to obtain the weekly
study times. This survey also elicits responsdwinrs, rather than ranges, and includes
recommended weightings. We use the recommendedhtiredg in all displayed tables and

figures.

1988, 1996, 2004 (HERI)

HERI respondents, on-time seniors (in their foyear), were askedJuring the past
year, how much time did you spend during a typisstk doing the following activities®ne of
the activities listed isStudying/Homework Allowed responses are as followslone, Less than
1hour,1to2,3t05,6t010, 11 to 15, 16 tpQQer 20.” For the 1988, 1996, and 2004 HERI
samples, the survey question (and allowed respamgges) remained the same. However, the
data are not a random sample of institutions, Eoithportant that we construct consistent sets of
schools. To obtain a sufficiently large consistitof schools, we pool three years of data for

each time period. A school with data in both th888" and “1996” samples is one for which



data is available in one or more of the years 19888, or 1989, and in one or more of the years
1995, 1996, or 1997. The HERI data contain 40 dshafcthis type. Similarly, a school with data
in both the “1996” and “2004” samples is one foliethdata is available in one or more of the
years 1995, 1996, or 1997, and in one or moreeféars 2003, 2004, 200F here are 89 such
schools. In section IV.C, we will compare acrosssistent sets of schools to infer changes in
academic time investment between 1988 and 199®einceen 1996 and 2004-ollowing Dale
and Krueger (2001), we weight individual observagiby the inverse of the student population at
the school multiplied by the number of observatifimghat school. Thus, if the universe of
schools were the 89 schools in both the 1996 afd 88mples, summary statistics, regression
coefficients and confidence intervals calculatedgighe given weighting would be

representative of this universe.

2003 (NSSE)

The National Survey of Student Engagement askestadAbout how many hours do
you spend in a typical 7-day week doing each ofdhewing?” One of the activities listed is
“Preparing for class (studying, reading, writing,idg homework or lab work, analyzing data,
rehearsing, and other academic activitieg)llowed responses aré0 hours/week,1-5
hours/week, 6-10 hours/week, 11-15 hours/weekQliteRrs/week, 21-25 hours/week, 26-30
hours/week, more than 30 hours/wekks was the case for the HERI sample, we weight
individual observations by the inverse of the stugmpulation at the school multiplied by the

number of observations for that school. The NSSkesubegan in 2000; thus, unlike the HERI

® The specific years (1987-1989, 1995-1997, and W) were selected to maximize the set of schools
for which data was available in multiple time pelso

® It is also possible to examine study times forosdhwith data available in 1988 and 2004 (a tofal2
schools), or to investigate schools that have aeadlable in all three relevant time periods (26as). To
save space (and for clarity of exposition) we haeereported these results. Available upon reqtiesy,
show a similar downward trend in study times.

"We also drop schools for which there are less fitaimdividual observations. Results change vethg li
when these schools are included.



surveys, it cannot be used, by itself, to estin@tg-run trends in academic time use. Moreover,
both the set of schools surveyed and the allowsgbrese bins differ from the HERI data. A

major strength of this dataset, however, is thatetare 156 schools in the 2003 NSSE for which
we also have data in Project Talent. We will ugeNISSE sample, then, to create 1961 and 2003

snapshots of what we will argue to be a represeataét of institutions.

IV. Results
A. Overview

We use two main empirical strategies. First, werede overall declines in academic
time investment between 1961 and 2003 (or 200dBpesentative sets of four-year institutions.
The strength of this approach is that there eaigtd sets of schools to analyze, that the schools
appear representative, and that we are able tindimé&om-line estimates of overall changes in
time use. Second, we analyze changes in studyaumethree smaller, component time intervals
at consistent sets of four-year institutions. Tinergyth of the second approach is that subtle
differences in survey questions and framing areaci®d for and that it speaks to whether the
changes in time use were one-time events or caniimand ongoing. We argue that the two

strategies complement one another.

B. Overall Declines in Academic Time Investment

Given that data from later time periods are groupdans or ranges, the most
straightforward way to compare 1961 and post-2@0@ystime measures is to examine study
time cumulative distribution values at common tratian points. This requires no assumptions
about the underlying distribution for the groupedadsamples. The second line of Table 1 shows
CDF values (subtracted from 1) at common truncgaints of 20 hours a week for all samples.
Many colleges recommend and expect that full-titnéents study 24 hours a week or more. (See

the discussion in Section V). The second line dil@4, then, shows the fraction of students who



come close to the recommended level. In 1961, 6fffdlldime students at four-year
postsecondary institutions studied more than 20shper week. In the 2004 HERI sample, only
10% of students studied 20 hours or more a weakjrathe 2003 NSSE sample, only 20% of
students studied at least 20 hours a week. A pyim@amcern, however, is the representatives of
the later samples. The 1961 dataset is a natiandbm sample. The 2004 HERI and 2003 NSSE
samples, which contain 89 schools and 156 schiaspectively, are not nationally
representative. It could be that the schools swdéy HERI and NSSE samples are “low-effort”
colleges that would have featured low study tinme$961, as well. Is the apparent decline in
study times due to non-random selection into ther lsamples?

To address this possibility, we examine a core $awip24 schools for which we have
both HERI data in 2004 and Project Talent date9i®ll and a sample of 156 NSSE schools for
which data are likewise available in both time pdsi. Figure 2A shows study time CDFs
(subtracted from 1) at common truncation point@hdurs per week for the 24 HERI core
institutions in 1961 and 2004. (Because we have fatall these schools in 1996 as well, the
figure also contains plotted statistics for 1998 )the figure, schools are also divided by their
Carnegie classification, as reported in the Integt&@ostsecondary Education Data System
(IPEDS) 2000 There were 6 Doctoral/ Research universities, #8tsts colleges or universities,
and 8 Baccalaureate/Liberal Arts colleges in th&kHEore. Though students at Liberal Arts
colleges appear to study more than students at tyhes of institutions, the decline in study
times is visible for all types of institutions. kg 2B repeats the above exercise using the 156
NSSE schoals. A similar large decline is visibletftese institutions.

Study time trends for a “typical” student may netdzlequately captured by the CDF

summary statistics reported above. Median studg timay be a more attractive summary statistic

8 We do not know the institutional type in 1961 tlasis was before IPEDS data was collected.



here than mean study time, as it avoids the tofrgagaroblem in the later samplé3able 2

shows that median study time fell from 23.6 howsweek in the 1961 sample to 8.5 and 11.8
hours per week, respectively, in the 2004 HERI eoé the 2003 NSSE samples. In all but the
1961 and NSSE datasets, students offered respinaegiestion about how many hours a week
they spent in class. Table 2 also shows that stadiemecent cohorts spent less time in class than
did their counterparts in earlier years. Howeuag, decline is not as precipitous as for the study
time measure.

Though stronger assumptions are necessary to atwctudy time means, these are the
relevant measures for the wage regressions ofdde¢tiWe report study time means in Table 2.
In what amounts to an assumption of normality, derass the top-coding problem for the later
samples by regressing study time or class time anatant and no other regressors in a standard
interval-coded (ordered probit) regression. We ttegrort the estimated coefficient on the
constant. We also report means calculated using@les algorithm. We assign to each
observation in a bin the value of the midpointhaf tange represented by the bin. Values in the
top bin (>20 hours/week for the HERI sample and fe8@he NSSE) take on a value of 24 for
the HERI sample and 32 for the NSSE. As is evidteiiable 2, results from these two methods
differ only very slightly.

Statistics in Table 3 allow a detailed analysithef representativeness of the post-2000
samples for all colleges and divided up by Carnefgissification. The study time drops depicted
in Figure 2 do not appear to have been artifacte®CDF study time measure. A comparison of
columns 2 and 5 reveals steep declines in all thigsty time measures between 1961 and 2004
for the 24 colleges in the HERI Core. Comparisonaéimns 3 and 6 reveals the same pattern

for the NSSE schools. Further, the first line oblEa3 indicates that neither the 24 schools of the

? Calculation of median study times for the 1961 4881 samples is straightforward and involves no
additional assumptions. For the later samples, seetle standard method for calculating the median o
grouped data. This involves assuming a unifornritistion over the range of values represented bybth
that contains the median.
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HERI Core sample nor the 156 schools of the NS&tpkacould be characterized as “low

effort” schools in 1961: Columns 1 and 2 show stiisién the nation at large in 1961 studying
slightly less than students in the HERI Core in116§ all three study time measures, and
columns 1 and 3 show students in the NSSE schodl861 studying at about the national
average. The institutions in the 2004 HERI Core 2008 NSSE appear then to be representative
in terms of study time choices by students in 198k schools for which we have data in both
1961 and the 2000s do not appear to have beenéfimnt” schools in 1961.

Are the samples representative along other dimas8i®he remaining rows of the first
panel of Table 3 allow comparisons by work statase, gender, and parental education. Average
characteristics for full-time students in NSSE sihan 1961 (column 3) look almost identical to
the average for all full-time students at four-yeetitutions in 1961 (column 1). Average
characteristics for HERI Core institutions in 19840 look very similar to the overall averages
for 1961, except that there were fewer female nedents in the HERI schoo!8NSSE and
HERI Core institutions also appear broadly repregem of all institutions in 2004, in terms of
their racial composition. Respondents in HERI ai85H institutions had higher parental
education than the 2004 average and there wereferogde respondents in these institutions.
Also, NSSE institutions featured fewer students wieoe working while in school than the 2004
average. However, we will show that higher pareadiication is associated with higher study
times in 2004 and female students studied morertras in 2004 If anything, then,
characteristics of the HERI core and NSSE insondisuggest that average study times reported
for these institutions in 2004 (and 2003) mayhlgherthan the national average—and the
average overall decline in study times even latigen indicated in Figure 2.

The largest difference between HERI Core and natisamples is there are fewer public

schools in the HERI Core (23 out of the 24 insitii$ are private schools.) The NSSE data do

1% This should not be a major concern, as femaleestiscstudied about the same as male students in 196
See Table 4.
1 See Table 4.
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not have this limitation, as 67% of the respondenthe weighted NSSE sample attended public
schools. Interestingly, public school studenthmNSSE samplstudy les®n average than
private school students (12.7 hrs/wk compared t6 fs/wk). Again, the evidence suggests that
study times in the 2004 HERI Core are, if anythinigher than the national average. We
conclude that the study time drop is not a byprodiiconrandom selection by institutions into
the later samples—that, if anything, the magnitoiihe study time drop may be larger than we
have reported.

Schools in the 2003 NSSE sample appear to havegtitptégher study times than
schools in the 2004 HERI core sample. We offer d\ymossible reasons for this. It is possible
that the higher study times in NSSE schools résuth there being a lower fraction of students at
these institutions who were working while in cobe@®ut we do not rule out framing effects
associated with the survey instrument. As indicatesection I, HERI and NSSE surveys have
8 allowed response bins to time use questions. Menvehe NSSE survey offers higher ranges of
hours than the HERI survey (There are 3 bins cagwhoices greater than 20 hours per week,
rather than one bin.) Sudmaet,al. (1996) find that higher allowed response rangas bi
responses upward and lower allowed ranges biasmsep downward. We do not take a stand on
which survey instrument more accurately capturésahtime investment in the 2000s. Rather,
we use the NSSE and HERI results to provide amagtid range.

We revisit Table 2 for a summary of findings. Stutiye added to class time gives a
measure of the total academic time investment &gsocwith going to college (full-time) for a
given cohort. Our estimate of the average académeéinvestment for the 1961 cohort is 40.2
hours per week, while the estimate for 2003-200f&tsveen 22.9 and 26.1 hours per week.

This yields a main finding of the papé&cademic time use by full-time college studenfewat

year institutions fell from about 40 hours per wéeR3-26 hours per week between 1961 and

2 The lower estimate is based on the HERI data lamdhigher estimate on NSSE data. Here, we use the
average 1981 class time estimate for average 1864 ttime, as this measure is absent in the 196keta
We use the HERI 2004 class time estimate for NSBE Zlass time, for the same reason.
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2004.In the 1960s, then, full-time college attendanu@iéed a time investment comparable to
that of a full-time job® For more recent cohorts, going to college fullgiappears to have been,
at best, a part time job. Has the drop been contiswr did it take place all at once? Is it an
artifact of changes over time in the survey instnte? Have education standards fallen? Or is
the observed decline explained by changes overitirttee composition of the college-going
population, their work choices, the types of calethey attended, or the subjects in which they

majored? In the next sections, we evaluate thes®#rer competing explanations.

C. Time Trend in Academic Time Use

Our second empirical strategy is to compare santpiaised similar or identical survey
guestions and comparable samples across threeediffeub-periods within the 4-decade period
analyzed above: 1961-1981, 1988-1996, and 1996-F0ject Talent and the NLSY79 used
very similar survey questions administered to ramded national samples. Thus, we compare
the findings from these surveys directly to estartae change in academic time investment
between 1961 and 1981. The first 2 columns initiserow of Table 4 show median study time
by full time students in 1961 and 1981, respecyiveloject Talent respondents were freshmen,
whereas students from all college years in 198iamrded to the NLSY79. However, when the
NLSY79 sample is restricted to Freshmen studergslian study time ikess(16.3 hrs/wk, rather
than 16.6 hrs/wk). Comparing Freshman to Freshimam yields an even larger drop in study
times than indicated in Table 4. (We use studeinddl ¢evels in the NLSY79 so that sample size
is large enough to allow us to disaggregate by uls.) Because the survey question and
allowed responses in the 1988 HERI sample difl@nfthose in the 1961 and 1981 samples, our

strategy in this subsection is to refrain from drayinferences about changes in study times

13 There could be some concern that the early 1980h¢é Project Talent dataset) may be idiosyncratic
There exists evidence, however, that academicitivestment by college students was also compatable
a full-time jobwell prior to the 1960sLundberg et al. (1934), analyzing time-use d@r#how average
weekly academic time investment by college student934 to be 39 hours per week.
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between the 1981 NLSY79 sample and the 1988 HERpka Between 1988 and 1996,
however, the HERI survey question (and allowedoasp ranges) remained the same. The third
and fourth columns of Table 4 display median stiirthgs in 1988 and 1996, respectively, for
students in the 40 schools for which we have tiseedata in both the 1988 and 1996 HERI
samples. Survey questions and allowed responsesesigin the same for the 1996 and 2004
HERI samples. The fifth and sixth columns of Tableompare weekly study times in 1996 and
2004 for the HERI schools with data in both timeiqes

Table 4, Row 1, is consistent with the analysiSéation IV.B, but offers new
information. Firstly, it provides evidence that tthecline in study times has been continuous and
ongoing. Study times fell during every period fdnigh comparable data on the beginning and
ending points exist. Secondly, Table 4 demonstthgslecline in academic time investment is
not simply an artifact of changes over time inshevey instrument (e.g., the change from exact
numerical responses to grouped data responsespatisons in Table 4 derive from student

responses to similar or identical survey questamresponse ranges.

D. Demographic Subsamples

Table 1 documents that demographic characteriktiweocollege-going population have
changed over time. If current students were drawm fhigher in the ability distribution or were
better prepared for college, one might expect lestiedy times, as they might need less time to
absorb the required material. Parental educationéspredictor of college preparedness or
academic ability. Do systematic changes in paresttatation over time explain study time
trends? Table 4 shows median weekly study timesey period disaggregated by categories of
parental education. Students with less-educatbdfafppear to study less than students whose

fathers attained higher levels of education. Howesteidy times declined for all parental

4 We do not include NSSE statistics in Table 4hasNSSE contains different institutions from theR4E
data and features a different set of allowed resp®io the survey question.
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endowment categories—for students with fathers diloot attend college, for students whose
fathers attended some college but did not earyea#-degree, and for students whose fathers
graduated from college.

Similarly, employment choices by students have ghdrover time. The fraction of
working students is .27, .43, .75, .78, .83 andn8he 1961, 1981, 1988, 1996(with 1988
available), 1996(with 2004 available) and full HERIO4 samples, respectively. In more recent
cohorts, a much higher fraction of students wonkbde going to college. It may be that students
work more because college is less demanding. Altiely, credit-constrained students who
must work have less time left over studying. Do kvdnoices explain the decline in study times?
Table 4 shows that study time fell for studentalimanges of work hours in all but one time
period. Moreoverdeclines were largest for students who did not vedridl. Changes in hours
worked by the college-going population do not appea&xplain in any direct way the decline in
study times? Rather, the evidence suggests that college hasreeless time-intensive for
students in every category of work choice.

Large changes in the gender-composition of theegeHgoing population took place
between 1961 and 2004. The share of women is486,57, .58, .62 and .65 in the 1961, 1981,
1988, 1996(with 1988 available), 1996(with 2004ikade) and 2004 samples, respectively.
Table 4 shows weekly study times broken down bydgenrThe influx of women does not appear
to explain reduced study times. The study timeideslfor men were in fact slightly larger than
for women. Moreover, women now appear to study rizeae men. Median weekly study time
for female students was 9.1 hours per week in 28@#hpared to 7.5 for male students. The
increase over time in the percentage of female ngndduates appears, then, to have dampened
slightly the long-run aggregate study-time drop-off

Racial composition of the college-going populati@s also changed over time. The 1961

sample contains no students who classified themseals Hispanic, whereas the other samples do

15 We do not rule ouindirect effects (i.e, changes in strategic behavior andlibga.) See Section V.
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have Hispanic students. For simplicity of expositithen, we do not include Hispanic students in
Table 4. Study times declined for all racial groupserall and in every time period. (Study times
for Hispanic students declined during all time pds for which we have data on them.)
Interestingly, the gap between median study tinié&'lite and Black students has narrowed, as
effort choices of Black students have declined thas effort choices of White students.

Table 4 also shows weekly study times broken doyvodliege preparedness as captured
by terciles of verbal SAT scores. We lack SAT ssdog the 1961 sample and thus limit the
analysis to the 1988-1996 and 1996-2004 interfatsaihich we have more SAT verbal score
data than SAT math data.) Table 4 indicates thalestts with lower SAT scores study less than
students with higher SAT scores in all time perid&lso, study times fell for students of all test
score ranges for all observed time periods. Sydterlaanges in student composition by SAT
score do not appear to explain the aggregate siondytrend. By this we mean that absent a
lowering of standards or requirements at collegkanges in the ability distribution do not
explain study time declines. Results here do suggadents from lower in the ability distribution
may be less motivated or have higher disutilitg®ért (because they appear to study less).
Colleges may have lowered standards in responseatages in the ability distribution of college
students. See the discussion in Section V.

In Sabot and Wakeman-Linn (1991), college studsmitsinto majors based on major-
specific grading standards. Different majors, theay feature systematically different students
and different time requirements. It is worth invgating major-specific trends in study-times to
determine whether sorting into “easier” majors akp the aggregate study-time trend. Table 4
shows weekly study times by major. We aggregateiohaal majors into 8 broad categories,
based on similarities in subject matter and stirdg thoices: business, education, engineering,
biology, physical sciences, arts and letters, $sciances, and health. Appendix B shows the
specific majors assigned to these categories. Siondyg fell for every major in almost every time

period. Some majors appear to have experienced smaher declines than others. Engineering
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majors have always studied more than other studeutsheir study times have fallen less over
time than other majors. This could perhaps be dulee more objective and quantifiable
performance standard that may characterize theks fiBusiness majors, by contrast, appear to
study less than students in other majors. Decliatngy times—evident within in all majors over
almost all time periods (23 out of 24 possiblenvas)—do not appear to have been an artifact of
changes over time in major choice.

Does the downward study-time trend hold for gilety of colleges? For the 1988-1996
and 1996-2004 time periods, we have data at thitutisn level. Table 4 disaggregates the data
by college selectivity, as proxied by the averagbal SAT score for the students attending the
college®, and by Carnegie classification and size. Stutigsi fell for colleges of all different
levels of selectivity. With one exception, declimestudy time are also visible for all Carnegie
classifications in all time periods. The except®that study times rose modestly in the 1988-
1996 period for liberal arts colleges. We also rib& students at liberal arts colleges appear to
study more than students at other colleges innadl periods. Lastly, study times appear to have
declined at small, medium, and large colleges.adgregate trend in study times does not appear
to be an artifact of changes over time in the tygfelleges students attended. An important
caveat is that we lack data on college charadesiéind individual achievement scores) prior to
1988 and cannot infer the effects of compositiamanges of this type during earlier time

periods.

E. Regression Framework

An alternative to the non-parametric analysis @&devo regress study time on time
period dummies with controls for work choice andhdgraphic traits. Columns 1-3 of Table 5
summarize regressions on the pooled 1961 and ¥98flss. The dependent variable is average

study time and the regressor of interest is thel ABnmy variable. Column 2 includes controls

% These scores are self-reported in HERI. The tasds cut-offs that create approximate terciles.
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for all demographic characteristics listed in Tablend dummies for majors, but does not include
hours worked. (This covariate is added in columrS8udent’s studied 4.7 hours less on average
in 1981 than 1961. When changes in the demograysimiposition and work and major choices

of students are accounted for, students studied®ids less in the later time period. Columns 4-6
of Table 5 summarize regressions on the pooled-1988 sample. Students studied 2 hours less
in 1996 than 1988, given the full set of contralsd the addition of controls increased the
magnitude of the coefficient on the 1996 time dumbagstly, columns 6-8 indicate that students
studied 1.4 hours less in 2004 than in 1996 (withvithout controls.) Clearly, work choice and
study choices are jointly determined and the reddieen regressions here do not depict causal
relationships. They are included to complementibreparametric analysis above.

If students have been studying less, what havelibey doing with the extra time? It is
not clear how best to model the joint determinatbwork, study, and leisure in a way that
would plausibly account for the long-run declinestady times. A rigorous structural analysis of
substitution patterns is beyond the scope of thegut inquiry. The answer that emerges from the
reduced-form analysis here is that students havstifuted primarily into leisure. When “hours
worked” is removed as a control in the 1961-1984b{& 5, column 2), the estimated magnitude
of the year dummy rises by only .6 hrs. Removirg“tiours worked” covariate from the later
period regressions (column 5 and column 8) ledvesdefficient on the time dummy virtually
unaltered. Students appear to have reduced stumdy liut only a small portion of the reduction is
associated with changes in hours worked, and ortlya earliest time period. Students appear
then to have substituted largely into the exclucktégory—Ieisure.

In Table 6, we explore substitution patterns in enetail by dividing time use into 4
categories: studying, class, work, and leisure.défine leisure as the excluded category—
encompassing whatever time is left after work,slasd study have been deducted (from the 168
hours in a week.) Table 6 shows average weeklg ctigdy, work and leisure time choices for

full time students. Between 1961 and 1981, stuakg tialls, work time rises, and leisure remains

18



virtually unchanged. One might conclude that thg11®@ohort cut back on studying (relative to
their 1961 counterparts) in order to work more—-tleat they substituted working for studying at
a one-to-one rate. But in comparisons across steig@éth similar or identical work choices,
students in 1981 studied less (see Table 4). Td pifferently, students who worked a given
number of hours per week in 1961 consumed lesgréethan did students who worked the same
number of hours in 1981. In cross section, worldhugients consume less leisure. The reason
average leisure time did not fall between 1961 H®Il isnot that students who worked
maintained the same study levels as their workimterparts in 1961; rather, it is that more
students worked. An identical analysis applie$®1988-1996 period. Between 1996 and 2004,
average work and study times both fell and consiomif leisure rose. In summary, students
appear to be working more and studying less, oregee but they are also studying less when
work hours are held constant.

Though consumption of leisure appears to have Bsentime, a caveat is that leisure is
defined here as the excluded category. This cagegay capture work-like activities, such as
volunteer work. While we lack consistent data otaitied leisure and non-leisure activities across
all time periods, later (HERI) surveys contain daiavolunteer work. Average volunteer work by
students rose from 1.44 to 1.85 hours per weekd®tv#988 and 1996 for students in the 40
schools with data in both periods. However, timensgloing volunteer work fell from 1.89 to
1.82 hours per week between 1996 and 2004 for isteide the 89 schools with data in both
periods. Volunteer work appears not to explainli®®6-2004 decreases in study or class time,
but could have been a factor between 1988 and MW8be we cannot speak directly to the
earlier periods, the time spent on volunteer warR004 appears much smaller than the overall
decline in academic time investment since 1961.

We hesitate to draw strong conclusions about wheligerate of decline in study times
has been accelerating or decelerating. Withoutrolntthe steepest yearly rates of decline occur

between 1961 and 1981; however, regression-adjastfticients in Table 5 show the steepest
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yearly rates of decline to have occurred betwed8 Ehd 1996 and the slowest declines to have
occurred between 1961 and 1981. In addition, imigzes complicated by the fact that we use

different consistent sets of schools for the défértime periods.

F. Class Times

Longer completion times could explain in part stedy time trend. Students could be
studying less because they are taking fewer clasgksequiring more years to graduate. Using
the earliest and latest samples for which we hatie tudy time and class time responses (the
1981 NLSY79 and 2004 HERI samples, respectivelg)find that while study times and class
time have both fallen, the ratio of study time kass time has fallen as well (from 1.33 to .79.)
Students do appear to be spending less time ig,ddas they also study less for each hour they
spend in class. Further, we note that lower regditee spent in class need not imply lighter
course loads, as it could indicate students attbol¥esses less often. But perhaps the most
compelling evidence that declining study times regmbabove are not an artifact of rising time to
completion is thatespondents in the HERI data samples included onlgn-time seniors in
their fourth year. Time to completion is held constant in the HERhpkes, as all respondents
took course loads allowing them to graduate inaryeFindings indicate that students taking
course loads allowing them to graduate in 4 muetliet less in recent cohorts, and thus that

study times declined holding time to completionstant.

G. Explaining the Time Trend

Evidence indicates student study times fell marksdice 1961 and that compositional
changes do not account for this in any direct vélleges elicit less effort from students than
they once did. Two broad categories of explanatpyasent themselves: 1) Education production
technologies may have improved; 2) Standards aiirements may have fallen at colleges. We

discus these in turn, and attempt to bring someeene to bear on their relative merits.
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Improved instruction technologies

Information technologies may have reduced timeirequents for some study tasks (e.g.,
term papers may have become less time-consumiwgt®with the advent of word processors.)
If education technology and effectiveness have avgd continuously over time, one would
expect to see ever greater gains in human cagitalnit of student time investment. Decreased
inputs of student time might not then yield a dasezl output of human capital. Human capital of
college graduates is difficult to quantify, buthexist achievement and admissions exams for
the subset of college students who pursue postigtadducation or certification. Adelman
(1985) finds the performance of college graduaste/éen 1964 and 1982 to have declined on 15
of 23 achievement and graduate admissions examisatio have remained stable on 4, and to
have advanced on 4, with the largest declines doguin subjects requiring high verbal skills.
We extend Adelman’s time trends in Figure 3, whiidplays average test scores on 7
achievement and graduate admissions examinatiomsgi 1999. In recent years, the evidence is
much less clear than for 1964-1982. We also nateslection into post-graduate training (and
admissions examinations) remains a serious confogridctor in all of this work. Though there
is some evidence of declining outputs between E9841982, it would not appear that improved

instructional technology can be ruled out as araggtory factor for the study time trend.

Declining standards and/or requirements

For improved instruction technologies to explaia shudy time trend in its entirety
would require the continuous introduction, decaglédcade, of new modes of instruction that
were extremely effective substitutes for studenetBok(2005) finds no evidence of significant
changes over time in pedagogical practices atyear-colleges’ More generally, educators give

little indication of having concluded that studeffort is of modest or diminishing importance for

" See also Pascarella and Terenzini (2005).
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learning, given new technologi&sAnother possible explanation, motivated by thevabés that
universities may have lowered standards or efeaytirements. This begs the question of why

such an institutional change might occur.

a) Student Empowerment

Increased competition may have increased the peessuadministrators to cater to
student preferences, i.e., to reduce rents by giryivalued services. If leisure is highly valued,
then colleges that attempt to maintain standandsifiment cohorts could suffer high attrition or
lose market share. Another instrument of studemoemerment is course evaluations. The 1970s
marked the introduction of this instrument anduge for purposes of faculty evaluation and
promotion. If the market value of a college degtepends in part on the college’s reputation, and
if this, in turn, depends on effort invested byvoes student cohorts, then current students have
an incentive to free-ride on the effort contribnsoof their predecessors. Over time, mechanisms
may have evolved that allow students to pressuneagdrs to reduce effort requirements for their
own cohort. Instructor ratings provide studentdwaihe such opportunity. Instructors may be
rewarded with higher evaluations for making classss demanding. Student evaluations of
instructors are an obvious mechanism, but we matieather types of student empowerment
could have similar effects.

Some educators appear to have reached this cameldisiHersch and Merrow(2005),
David L. Kirp argues that market pressures havea@golleges to cater to students’ desires for
leisure. In the same volume, Murray Sperber empbhasihanging faculty incentives and research
requirements: “A non-aggression pact exists betweamy faculty members and students:

Because the former believe that they must spend ofidiseir time doing research and the latter

18 See discussion in section V.

9 Weinberg, Fleisher, and Hashimoto (2007), for epianfind student evaluations to be positively teta
to current grades but uncorrelated with learningeoturrent grades are controlled. Babcock and Marks
(2006) find higher average grades to be assocwitbdower study times and higher instructor rating
holding fixed instructor and course.
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often prefer to pass their time having fun, a muh@a-aggression pact occurs with each side
agreeing not to impinge on the other.” There ma@erception, then, that colleges face a

growing incentive to cater to the leisure prefeemnof students®

b) Student-parent bargaining games.

Incentives for parents and students may not bfeqtér aligned. Changes in bargaining
power between parents and students could accouch&mges in leisure choices by students
(Owen, 1995). In particular, parents’ ability to mitor student effort choices may have changed
over time. Though, again, a caveat is that the dataot extend to the early time periods, the
National Postsecondary Student Aid Survey indictitasbetween 1987 and 2004 the fraction of
full time students at four-year institutions whorevdiving at home declined from .22 to .18. Also,
more students attend college outside their honte staw than in the past (Hoxby, 1997). Parents

may have become less able to monitor studentgvees fstudents live at home while in college.

¢) Demand for leisure

Students may have been empowered (vis-a-vis @dlegparents) so that their choices
better reflect their leisure preferences. Alteneyi, students’ demand for leisure may have risen
over time. One potential explanation is that leésisra normal good and incomes have increased.
There exist data on parental income in the HERB2BQ05 sample. A comprehensive treatment
of the hypothesis is beyond the scope of this pdpera first pass yields no evidence that higher
parental incomes lead to lower study times. Orctwrary: In cross-section, higher parental

income is associated with higher study times.

2 Evidence on the non-aggression pact is unclean & not available for early time periods. Betwee
1988 and 2004, however, average weekly time inddsganstructors in teaching and preparation peir ho
of class time rose from 12.5 to 14.4 hours (NatiGhavey of Postsecondary Faculty, Online Dataset
Cutting Tool, 2007.) Increases occurred at all $ypefour-year institutions, including doctoral/e@sch
universities. While this suggests instructors haeereduced effort in recent years, it does nattesthe
student empowerment explanation, as instructorshmayy requiring less work from students while
simultaneously putting in time to make classes nemgaging.
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d) Signaling, sorting, and reduced within-schoalasece of ability

Hoxby (2000) finds that between-college variamcstudent aptitude increased over time
while within-college variance in student aptitudekased. In the past, some students may have
worked hard to signal they were high ability typeative to their schoolmates. But if students
within a given college are very similar in abilithere is little content to the signal. The college
from which one graduates may have come to mattee than one’s standing within that college.
If so, employers and students both would be mollengito accept a within-school pooling
equilibrium. Supporting this explanation is thediimg that employers in recent years have come
to rely less on grade point averages in their gidacisions and more on interviews (Rosovsky
and Hartley, 2002). Also, students appear to puertime than they once did into preparing for
college entrance exams, tailoring their high scliestimes for purposes of college admission,
hiring college admissions consultants, and filling their college applicatior$ Students, then,
appear to be allocating more time toward distingag themselves from their competitors in
order get into a good college, but less time digtishing themselves from their schoolmates

academically once they get there.

V. IMPLICATIONS
A. Economic Implications
The Rising College Wage Premium
The long-run decline in academic time investmentdiiege students yields a number of
implications for economists. We focus here on waggessions and the common finding that the
wage premium for a year of college dropped duriregg970s then rose from 1980 to the present.
Lemieux (2006a) concludes that a rising returnastgecondary education is the primary

explanation for rising wage inequality between 18rd 2005. We augment a large and vital

2L See, for example, Williams, “Lost Summer for thell€ge-Bound,” New York Times, June 4, 2006.
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literature on rising wage inequality by demonstmgtihat changes in the return to postsecondary
education may have been systematically underestd@natprevious research.

Typically, the time measure in wage regressiofteriss directly related to) “years of
schooling.” We argue that a “year” of post-secogdahooling is a nominal measure of time.
Assuming it constant (without specifying a referegear) is analogous to ignoring the inflation
of a currency. A year of college represents a @néfthe investment than it once did, and thus a
lower opportunity cost of forgone wages. The e)xsreve undertake is to calculate changes over
time in the wage premium for a year of collegeraft@recting for changes over time in time
investment associated with a year of college.

For the calculations used to construct Figure 4follew a standard approach similar to
Goldin & Katz (2001). In Figure 4.A, we use 197@@00 IPUMS and 2005 American
Community Survey data for male workers in the nocagfural sector whose (potential) post-
college experience is about 10 years (i.e., weolnale workers aged 29-32). The solid line
shows the wage premia, by decade, if the “yeat®liége” measure is taken at face value. The
wage gain associated with a year of college rises 8.8 log points in 1980 to 11.7 log points in
2005. The calculations underlying the hatchedilingigure 4.A take 1961 as the base year to
account for changes in the “years of college” memsiyage premia depicted by the hatched line,
then, are increased wages associated with a cdlfegeénvestment equal to a “1961 year.”
(Appendix A contains additional detail on the comstion of Figure 4.Jhe hatched line in
Figure 4.A shows a much greater increase in tHeg®mlwage premium than the standard
calculation yields. While the solid line shows anrease of 7.9 log points in the wage premium
for a year of college between 1980 and 2005, thehkd line (for which a year of college is
defined as a “1961 year”) shows an 86% larger asmenf 14.7 log points. Figure 4.B shows the
same set of calculations for men with 20 yearsxpkdence. A similar result holds for this age-
experience group, with the solid line showing asréase in the wage premium of 6.1 log points

between 1980 and 2005 and the hatched line shawinigcrease of 11.5 log points. Standard
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methods appear to underestimate the recent incireétse wage premium for a year of college by
as much as 80 to 90 percent.

The decline in the wage premium during the 1970s less, and the increase between
1980 and 2005 much higher, than has previously bettmated. In essence, our finding deepens
the puzzle of the rising college wage premium. tesgmaller and smaller time commitments
allocated toward the acquisition of a “year” oflege education, the wage reward for a year of

college has continued to rise.

B. Education Policy

We note first that a declining time cost of collegzd not imply declining social
welfare. In pure signaling models, efficiency megmwhen the cost of the signal feftsGiven
concerns about rising tuition, it could be argueat & decrease in the time cost of college
increases acce$5We will not attempt to disentangle signaling frooman capital channels
here, or to measure social welfare losses or gains.

We observe, however, that the stated goals of postsiary institutions often include
preparing students for their future careers, anti¢ducators, by and large, perceive student
effort to be a primary input to education producti common requirement is that students put

in 2 hours study time per week for every hour aksltime (or course “unit®. This amounts to

22 Stiglitz (1975).

% Back of the envelope calculations suggest deargdsie costs have compensated for tuition inciease
Average tuition and fees for four-year collegestfa 2003-2004 academic year amounted to $7,09lL, an
tuition and fees, net of grants, averaged $5,5%8r(Bv and Rouse, 2005). The time cost of college fe
from 40 hours per week to about 23-26 hours pekwetween 1961 and 2004. Average annual earnings
of a high school graduate less than 25 years cd®@8 were $20,982 (from March 2004 CPS.) If furtie
enrollment consists of three 11-week quartersptitential earnings gain associated with a 14-17% peu
week reduction in time costs of full-time collegéeadance is between $4,694 and $5,759—a sum
comparable to thentire average net price for tuition and fees in 203-2004 Contrary to findings from
previous research, the cost of college may not tHase increased, because savings in time costst okés
tuition increases. Further, the cost of publicegdl appears, if anything, to have declined. (A ndetailed
analysis is available from the authors upon request

%4 Regulation 760 from the Academic Senate of thevéhsity of California, for example, states: “The
value of a course in units shall be reckoned atdbe of one unit for three hours' work per weektpem
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an expectation or requirement on the part of edusdhat full time students put in at least 24
hours per week of study time outside of class. &wie indicates that less than 1 or 2 out of every
10 students even come close to meeting this stdndarthe extent that human capital production
is a goal of educators and policy-makers, andéacettient that student time is widely believed to
be an essential input, these findings would seesowie interest to educators and accreditation

committees.

VI. SUMMARY AND CONCLUSION

Using data from multiple datasets and five diffét@me periods, we document changes
in time use by full-time college students in thatead States between 1961 and 2004. We find
large and continuous declines in academic timesimrent over this period. Full-time college
students in 1961 appeared to allocate about 4Ghpmirweek toward class and studying, whereas
full-time students in 2003 appear to have investaout 23-26 hours per week. Study time fell for
students from all demographic subgroups, withireygender, ability, and family background,
overall and within major, for students who workadollege and for those who did not, and at 4-
year colleges of every type, size, degree structun@ level of selectivity. In short, evidence
indicates that the time cost of college has fal¥e.conclude that recent increases in the rate of
return to postsecondary education may have beegrestimated by as much as 80 to 90 percent.
Lastly, the decline in academic time investmenfutiytime college students would appear to be

a puzzle in its own right that warrants continueskesarch.

on the part of a student, or the equivalent.” Stiiiheg expectations and requirements appear sifaitar
four-year colleges outside the UC system. See Q8L
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APPENDIX A
Notes on Figures

In all figures, time-use data are for full-time dtuts at four-year colleges.

Figure 1 - Dependent variable in all regressions is logrlyowage in the given year. Plotted on
vertical axis is the coefficient on hours studied week in 1981. All regressions also include
controls for gender, AFQT score, and year in ca@legl981 (i.e., dummies for freshman,
sophomore, and junior year) and recommended weghfrom the NLSY79. Results are also
robust to the inclusion of years of schooling asmatrol. Not all respondents had wage data
available in all years. Dotted lines show 95% aderfice interval.

Figure 2 - College types are defined by Carnegie classifinan 2000, as data on type is not
available in 1961. Type not plotted is “Baccalate#ather.” There were no schools of this type

in the HERI core. There were some schools withdlgssification in NSSE. These were included
in the averages for “all,” and they show a simidawnward trend when broken out. In HERI core
sample, 1996 study time is plotted because altBdals in the HERI core also had data available
in 1996. Data for 1988 was available for some etthschools, but not all.

Figure 4 - Source for wage data: IPUMS 1970-2000, Americam@anity Survey, 2005.
Following common practice, we discard extreme olaerns (wages less than $1) and adjust
top-coded earnings by a factor of 1.4. As in Gokltil Katz (2001), difference in mean log wage
between workers with 12 and 16 years of schooBrgalculated, decade by decade and the
difference is divided by 4 to get wage gain asgediavith a year of college. We do this for two
age-experience groups. Figure 4.A. uses white, mal&ers in the nonagricultural sector whose
(potential) post-college experience is about 10g/éae., workers aged 29-32). Solid line shows
difference in log wages (divided by 4) by decadatdHed line shows difference in log wages
associated with a college time investment equal1861 year. A “years of college” index is
constructed as follows: The index is 1 for the bgesar, 1961. Indices for subsequent years are
weekly academic time investment (class time pludystime)for white malesn the given year
divided by weekly academic time investment for séam&961. Standard wage premia are then
divided by the index associated with the time pdaring which the worker attended college.
Workers with 10 years experience in 1970 are asdumbave attended college in the early
1960s. Workers with 10 years experience in 198@ssemed to have attended college in the
early 1970s. The midpoint of the 1961 and 1981 \yesademic time investments (class time
plus study time) for white males is used as theamator in the index for this year. Workers with
10 years experience in 1990 are assumed to harelatt college in the early 1980s, and 1981
college-time means are used to approximate theé imvestment. Workers with 10 years
experience in 2000 are assumed to have attendiegieah the early 1990s. We interpolate
between 1988 and 1996 to estimate their time inweist. Workers with 10 years experience in
2005 are assumed to have attended college in @h®0gs and we use 1996 time use measures to
estimate their time investment. An identical metiwdsed for Figure 4.B.
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APPENDIX B
Defining College Majors

The HERI surveys used for the 1988, 1996, and 2@ periods allowed students to choose one
of 83 majors. This survey then aggregated thesersajto 16 broad majors (HERI-Agriculture,
HERI-Biological Science, HERI-Business, HERI-Edugat HERI-Engineering, HERI-English,
HERI-Health Professional, HERI-Humanities, HERI-€ifirts, HERI-Mathematics or Statistics,
HERI-Physical Science, HERI-Social Science, HERh&DfTechnical, HERI-Other Non-
technical, and HERI-Undecidéd)To ensure adequate sample sizes we further aggokiggo

nine majors, based in part on comparability of gtiities. We indicate below the component
subjects and share of respondents in each categuiythe largest two majors in that category.

Biology (11%): general biology*, biochemistry or biophysibstany, environment science,
marine science, microbiology, zoology, medicinefatry/veterinarian*, kinesiology, other
biological science

Business and Communication (22%): accounting*, business administration*, fina,
international business, marketing, managementet®@l studies, journalism, communication
other business

Education (8%): business education, elementary educationSicror art education, physical
education, secondary education*, special educatibrer education

Engineering (4%): aero/astronautical engineering, civil engiieg, chemical engineering,
electrical engineering*, industrial engineeringechanical engineering*, architecture, other
engineering

Health (4%): health technology, nursing*, pharmacy, tpgréoccupation, physical, speech)*,
other professional

Letters (16%): art (fine and applied)*, English*, languaaygd literature, music, philosophy,
speech, theatre or drama, theology or religiorgrolumanities

Physical Science (5%): astronomy, atmospheric science, chemisegith science,
mathematics*, physics, statistics, other physicerse

Social Science (24%): anthropology, economics, ethnic studiesggaphy, history, political
science*, psychology*, sociology, women'’s studiher social science

Technical/Vocational (4%) : agriculture, building trades, computer sce*, data processing,
drafting/design, electronics, forestry, home ecoiesmaw enforcement, library science,
mechanics, social work*, and other technical

Once these nine broad major categories were definednajor codes in the NLSY79 and Project
Talent were aggregated to create comparable majegaries.

% Copies of the HERI codebooks which contain anigtf all 83 reported majors can be found at
http://www.gseis.ucla.edu/heri/codebooks.html
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Table |
Descriptive Statistics - Full-Time Students at FoutYear Postsecondary Institution:

Project Talent NLSY79 HERI HERI HERI HERI HERI Core NSSE
1961 1981 1988 1996 (1988 avail) 1996 (2004 avail) 2004 2004 (1961 avail) 2003 (1961 avail)
(National Sample) (National Sample) (40 schools) (40 schools) (89 schools) (89 schools) (24 schools) (156 schools)
Mean St.Dev. Mean St.Dev. Mean St.Dev. Mean St.Dev. Mea St.Dev. Mean St.Dev. Mean St.Dev. Mean St. Dev.

Study (hrs/wk) 2443 1344 19.75 1459 - - - - - - - - - - - -
Study>20 hrs/wk  0.673 0.469 0.442 0497 0.173 0.378 0.166 0.372 0.143 0.350 0.101 0.301 0.103 0.304 0.198 0.399
Study>16 hrs/wk  0.723 0.448 0539 0499 0.336 0.472 0320 0467 0.282 0.450 0.212 0.409 0.214 0410 0.344 0475
Study<5 hrs/wk 0.067 0.250 0.138 0.345 0.167 0.373 0.218 0413 0.243 0429 0323 0468 0.330 0470 0.186 0.389
Class (hrs/wk) - - 15.84 7.61 - - - - - - - - - - - -
Class>20 hrs/wk - - 0.193 0.395 0.138 0.345 0.156 0.363 0.155 0.362 0.098 0.297 0.091 0.288 - -
Class>16 hrs/wk - - 0.379 0485 0.443 0497 0404 0491 0405 0491 0309 0462 0.288 0.453 - -
Class<5 hrs/wk - - 0.075 0.263 0.078 0.268 0.084 0.277 0.109 0.312 0.114 0.318 0.116 0.320 - -
Work (hrs/wk) 4.12 8.48 8.25 11.63 - - - - - - - - - - - -
Work >20 hrs/wk  0.05 0.22 0.15 0.36 0.15 0.36 0.22 0.41 0.24 0.42 0.19 0.40 0.20 0.40 0.09 0.28
Work <20 hrs/wk ~ 0.22 0.41 0.28 0.45 0.60 0.49 0.56 0.50 0.59 0.49 0.62 0.48 0.60 0.49 0.46 0.50
Not working 0.73 0.44 0.57 0.49 0.25 0.43 0.22 0.41 0.17 0.37 0.18 0.39 0.20 0.40 0.45 0.50
White 0.96 0.20 0.74 0.44 0.86 0.34 0.74 0.44 0.81 0.39 0.80 0.40 0.78 0.41 0.82 0.38
Asian 0.01 0.10 0.01 0.11 0.06 0.24 0.10 0.30 0.06 0.23 0.06 0.23 0.08 0.27 0.07 0.26
Black 0.02 0.15 0.10 0.30 0.04 0.20 0.05 0.22 0.04 0.20 0.06 0.24 0.05 0.22 0.08 0.27
Female 0.46 0.50 0.48 0.50 0.57 0.49 0.58 0.49 0.62 0.48 0.65 0.48 0.61 0.49 0.64 0.48
Father's Ed < 12 0.34 0.48 0.28 0.45 0.07 0.26 0.07 0.26 0.08 0.28 0.05 0.22 0.05 0.22 0.26 0.44
12<Father's Ed<16 0.42 0.49 0.28 0.45 0.33 0.47 0.33 0.47 0.35 0.48 0.35 0.48 0.32 0.47 0.22 0.41
Father's Ed >=16  0.24 0.43 0.44 0.50 0.60 0.49 0.60 0.49 0.57 0.50 0.60 0.49 0.62 0.48 0.52 0.50
SAT Verbal - - - - 570.92 91.17 596.23 88.72 583.01 87.17 588.67 88.15 603.54 86.32 566.94 94.64
Public - - - - 0.35 0.48 0.35 0.48 0.04 0.20 0.04 0.20 0.08 0.26 0.67 0.47
Doc/Research - - - - 0.56 0.50 0.56 0.50 0.35 0.48 0.35 0.48 0.60 0.49 0.53 0.50
Masters - - - - 0.27 0.44 0.27 0.44 0.40 0.49 0.40 0.49 0.27 0.44 0.38 0.49
Bac/Lib Arts - - - - 0.09 0.29 0.09 0.29 0.12 0.32 0.12 0.32 0.13 0.34 0.07 0.26
Bac/Other - - - - 0.06 0.24 0.06 0.24 0.13 0.33 0.13 0.33 - - 0.02 0.14
Obs 17986 1314 6094 17525 33278 40451 20071 3249
Notes Freshme All years Seniors’ Seniors’ Seniors’ Seniors’ Seniors’ Fresh/Senio

*The HERI datasets above include only "on time'isen-that is, seniors who were also in their faurear.
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Table 2
Academic Time Use - Full Time Students

Median Study
Ave Study- Int. Coded*
Ave Study - Bin Midpts*

Median Class
Ave Class - Int. Coded*
Ave Class - Bin Midpts*

Ave. Academic Time**

Obs

Talent NLSY79 HERI HERI HERI HERI HERI Core NSSE
1961 1981 1988 1996 1996 2004 2004 2003
(W/1988) (W/2004) (W/1961) (W/1961)

1 2 3 4 5 6 7 8

23.62 16.63 11.71 11.09 10.10 8.55 8.52 11.81
2443 19.75 1264 12.13 11.38 9.94 949. 1342
2443 19.75 1272 1221 1150 20.0 10.08 13.31

- 1485 14.68 1412 1401 12.67 12.46 -

- 15.84 1441 1412 13.83 12.63 12.43 -

- 15.84 1460 14.28 13.98 12.80 12.60 -
40.26 3559 27.32 2649 2548 22.89 22.68 6.12

17986 1314 6094 17525 33278 40451 20071 3249

*for grouped data samples

**Academic time is sum of study time and class tihgerage 1981 class time used for 1961 class tameé,HERI 200

class time used for NSSE.
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Table 3
Representativeness of Core Samples - Full Time Stenlts

1961 2003-2004

All®  HERICore  NSSE A" HERICore  NSSE
A. ALL 1 2 3 4 5 6
Study (Med.,hrs/wk)  23.62 24.54 23.70 - 8.52 11.81
Study (Ave.,hrs/wk) 24.43 25.79 2471 - 10.08 13.31
Study>20 hrs/wk 0.67 0.74 0.68 - 0.10 0.20
Not working 0.73 0.66 0.74 0.28 0.20 0.45
White 0.97 0.99 0.98 0.77 0.78 0.82
Asian 0.01 0.00 0.01 0.07 0.08 0.07
Black 0.02 0.00 0.01 0.11 0.05 0.08
Female 0.46 0.26 0.45 0.56 0.61 0.64
Father's Ed >=16 0.24 0.27 0.26 0.43 0.62 0.52
#Institutions 1214 24 156 1407 24 156
B. Doctoral/Researcl’
Study (Med.,hrs/wk)  24.27 23.54 24.10 - 7.50 11.96
Study (Ave.,hrs/wk) 25.22 23.93 24.89 - 9.35 13.33
Study>20 hrs/wk 0.70 0.68 0.69 - 0.09 0.19
Not working 0.76 0.66 0.77 0.32 0.21 0.49
White 0.97 0.99 0.98 0.77 0.74 0.82
Asian 0.01 0.00 0.01 0.10 0.09 0.08
Black 0.01 0.00 0.01 0.11 0.07 0.08
Female 0.42 0.16 0.41 0.56 0.59 0.62
Father's Ed >=16 0.25 0.21 0.27 0.51 0.58 0.56
#Institutions 192 6 52 259 6 52
C. Masters’
Study (Med.,hrs/wk) ~ 19.84  24.26 20.62 - 9.20 10.75
Study (Ave.,hrs/wk) 22.40 25.21 23.44 - 10.42 12.71
Study>20 hrs/wk 0.61 0.76 0.64 - 0.09 0.18
Not working 0.70 0.56 0.73 0.25 0.16 0.41
White 0.96 1.00 0.97 0.78 0.83 0.81
Asian 0.01 0.00 0.01 0.05 0.07 0.07
Black 0.04 0.00 0.02 0.11 0.02 0.09
Female 0.50 0.36 0.49 0.58 0.67 0.69
Father's Ed >=16 0.18 0.28 0.21 0.36 0.61 0.44
#Institutions 395 10 62 605 10 62
D. Bac/Liberal Arts®
Study (Med.,hrsiwk) ~ 29.07  29.41 28.50 - 11.56 15.22
Study (Ave.,hrs/wk) 28.96 30.40 29.11 - 12.71 16.38
Study>20 hrs/wk 0.79 0.83 0.81 - 0.17 0.31
Not working 0.74 0.79 0.69 0.26 0.26 041
White 0.97 0.98 0.99 0.82 0.88 0.88
Asian 0.00 0.02 0.01 0.07 0.05 0.06
Black 0.02 0.00 0.00 0.10 0.03 0.03
Female 0.47 0.35 0.50 0.59 0.59 0.62
Father's Ed >=16 0.39 0.37 0.41 0.52 0.79 0.70
#Institutions 170 8 30 223 8 30

“Source for Column 1: Project Tale
“Source for Column 4: NPSAS 2004, Online Data Cgtlinol. (No national study times availat
“Based on 2000 Carnegie Code. Bac/other categorghootn



Table 4

Median Study Time - Full Time Students by Subgroup

Talent NLSY79 HERI HERI HERI HERI
1961 1981 1988 1996 1996 2004
(w/1988)  (w/2004)
1 2 3 4 5 6
All 23.62 16.63 11.71  11.09 10.10 8.55
Father's Ed No College 21.62 1494 7.92 7.49 6.52 5.58
Some College 23.66 15.87 11.28 9.97 9.44 7.99
College Grad 2433 17.13 12.09 11.04 10.84 9.17
Employment Not Working 2422  18.75 12.85 12.43 11.23 9.17
Work <20 20.96 17.16 11.82 10.86 10.33 8.83
Work >20 1757 11.26 9.55 10.43 8.94 7.04
Gender Male 23.75 16.43 11.78 10.56 9.41 7.46
Female 23.49  16.57 11.66 11.44 10.49 9.07
Race White 2415  16.45 11.73 1142 10.28 8.72
Asian 2450 17.59 1253 1042 10.18 9.36
Black 19.27  15.59 9.58 8.99 8.01 6.88
SAT SAT verbal<540 - - 11.44 9.71 8.74 7.16
SAT verbal 540-620 - - 11.56  10.12 9.85 8.41
SAT verbal>620 - - 12.63 1052 11.55 9.91
Major Business 19.78 14.26 10.20 9.84 8.47 6.65
Education 24.08 14.18 11.40 10.14 9.83 8.65
Engineering 26.47  20.78 17.83 14.85 16.55 14.94
Biology 2430 21.69 14.34 1255 12.40 1081
Phys Sciences 24.80 20.66 1354 1191 12.25 11.37
Letters 24.05 15.33 12.04 11.46 11.09 9.43
Social Sciences 2455  17.42 10.60 10.59 9.96 8.39
Health 26.92 16.36 12.92 9.35 9.56 9.78
Selectivity Ave SAT vrb<550 - - 10.15 9.39 8.65 6.95
(College) Ave SAT vrb 550-600 - - 11.97 10.18 9.91 8.55
Ave SAT vrb>600 - - 12.73  12.63 13.00 1147
Type Doc/Res - - 1150 11.03 9.52 7.69
(College) Masters - - 11.15 10.13 9.99 8.41
Bac - Lib Arts - - 13.26 13.94 13.00 11.08
Bac - Other - - 11.85 10.09 9.90 9.13
Size <2500 - - 11.68 11.33 10.33 9.10
(College) 2500-7500 - - 11.51 10.82 10.73 8.81
>7500 - - 11.81 11.17 9.56 7.96
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Table 5
Study Time - Time Trends with Demographic and Insitution-level Controls

1961 - 1981 1988-1996 1996-2004
Hrs Hrs Hrs Hrs Hrs Hrs Hrs Hrs Hrs
Dependent Var.  Study Study Study Study Study Study Study Study Study
1 2 3 4 5 6 7 8 9

1981 -4, 67 -3 75%*  3,13%* - - - - - -

(497)  (83) (832

1996 - -513%* 2,07 -2.03* -
(.187)  (.805)  (.811)
2004 - - - - - - SLALReE ] 37x 11,43
(.0973) (.0915) (.0908)
Work (hrs) - - -.202%** - - -.0396*** - - -.0506***
(.0242) (.0106) (.00566)
Female - .232 0422 - 801+ 833+ - 1.45% ] Gr
(.519)  (.513) (.189)  (.189) (.102)  (.101)
Black - -714 -.62 - SL3 1,267 - -1.06***  -.988***
(.974)  (.975) (.459)  (.469) (213) (212)
Asian - 2.99 3.32 - SIS IR - 132 .0841
(4.06)  (3.84) (.47) (.468) (.194)  (.195)
Hisp - 737 1.4 - -1.12%  -1.02* - VLY N &
(2.28) (2.17) (.549)  (.545) (.25) (.245)
Father Some Col. - 6427 519** - .0401 .0569 - .552% 488
(251)  (.249) (.498) (.5) (.236)  (.236)
Father Col. Grad - 1.86%* 1,51 - 213 147 - 1.27% 11
(.298)  (.298) (.486)  (.487) (232)  (.231)
SAT (100s) - - - - -0441  -.0464 - -.000167 -.00029
(.0356) (.0356) (.00021) (.00021)
Major Dummies - X X - X X - X X
SAT (sch -100s) - - - - .0186*** .0175%* - 1.12%  1,03%**
(.00228) (.00229) (.0804) (.0786)
Obs 19300 19300 19300 23619 23619 23619 73729 73729 73729

Standard errors in parantheses. All regressionsdealummy variables for missing data. Weights st so that in the pooled dataset, earlier and
later samples had equal weight (e.g., weights suirtmeb for 1961 and .5 for 1981 observations.)

* significant at 10%; ** significant at 5%; *** sigificant at 1%
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Table 6
Academics, Work, and Leisure

Clas?
Study
Work

Leisure

NSSE
1961-1981 1988-1996 1996-2004 2003
15.¢ 15.¢ 14.¢ 145 14.C 12.¢ 12.¢
24.4 19.8 12.7 12.2 115 10.1 13.3
4.1 8.3 10.4 11.5 12.1 11.0 6.0
123.7 124.2 130.2 130.0 130.4 134.1 135.9

®Average 1981 class time used for 1961 class tim&HERI 2004 class time used for NSSE. (Class tireasure

is absent in Project Talent and NSSE.)
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Figure 1

Wages and Hours Studied
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Dotted lines show 95% confidence intervals. Seeefylix A for additional notes on construction.
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Figure 2

HERI CORE COLLEGES
Fraction of Students Studying > 20 hrs/wk
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See Appendix A for notes on construction.
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Figure 3

Graduate Admissions Exam Scores, 1965-1999
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Log Wage Gain For a Year of College

Log Wage Gain For a Year of College

Figure 4

College Wage Premia 1970-2005
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